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Abstract 

I 

Abstract 

The dynamics of particle-laden jet is a challenging issue, and it is important to 

both jet-related industry applications and understanding the transmission of virus 

through violent expiratory events. The high-speed gas turbulence, being strongly 

interacted with and modulated by the collective motion of particles over a wide range 

of time and length scales, composes the major difficulties of the issue. The 

polydispersity of particles adds more complexities into the interaction between the gas 

turbulence and particle motion.  

Numerous efforts have been endeavored to tackle these difficulties through using 

experimental or simulation methods. However, most experimental studies rely on 

steady 2D measurements, which is insufficient for revealing the time-resolved, 3D 

expansion behavior of the jet flow. Whereas the simulation of circular gas jet flows, let 

alone the particle-laden jet flows, is also hindered by the poor understanding of the key 

factors such as the turbulence modulation, jet diffusivity and entrainment, and gas-solid 

interphase forces, especially the drag force. For example, due to the absence of a 

suitable dilute-phase drag model, the single-particle drag model is often used in 

simulations, which often makes the simulation results inconsistent with reality. 

Therefore, it is necessary to develop a time-resolved, 3D multiphase flow measurement 

method to investigate the key factors and thereby reveal the dynamics of particle-laden 

jet flows. 

To this end, recognizing the polydispersity of normally encountered jet flow 

systems, this thesis combines both experimental and simulation methods to analyze the 

dynamics of a horizontal jet flow system with three typical particles (classified by the 

Stokes number: tracer particles, small particles, and large particles), with particular 
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emphasis on the jet velocity field, jet dispersion process (particle concentration / 

clusters), drag model, particle volume fraction model, etc. The main contents and results 

are as follows: 

1. To better understand the dynamics of the particle-laden jet at the particle level, 

we construct a hybrid 3D-PTV & PIV platform, thereon develop a real tracking-

precede-reconstruction, time-resolved, 3D particle flow field reconstruction method. 

Based on that platform, we are able to study both the gas and particle flow fields with 

high resolution, the interphase drag force, the expansion and turbulence behavior of the 

jet flow. 

2. For the high-Stokes-number particle-laden jet with large particles (glass beads), 

the hybrid measurement of 3D-PTV and PIV shows that the presence of particles 

significantly changes the gas turbulence and stretches the gas flow field downstream. 

The PDF of the axial particle velocity shows a non-Gaussian distribution and deviates 

significantly from that of the spanwise velocities, indicating strong non-equilibrium and 

anisotropic states. A new drag model is obtained based on the reconstructed particle 

trajectories and gas flow field. And the simulation with this new drag is found in better 

agreement with the experimental data than using the standard single-particle drag model. 

A simple particle volume fraction model is also developed based on the self-similarity 

theory of the jet, showing good agreement with the experimental measurements. 

3. The dynamics of low- and middle- Stokes-number particle-laden jets (tracer 

particles and SiO2 microspheres) are investigated with PIV measurements. It is found 

that the jet velocity decay in both the gas and particles can be described by the classical 

jet velocity decay model. The small particle velocity decay is better predicted with an 

error of up to 16%. Both the gas and particle velocity exhibit self-similarity. The 

mesoscale structure and particle concentration of small particles are studied based on 



Abstract 

III 

the large-field measurement, Voronoi method and a new cluster characterization 

method. The particle clustering process in the jet is dynamically stable. As the Stokes 

number tends to be unity, the preferential concentration effect is more significant. The 

distribution of small clusters satisfies the power-law distribution of the penetration 

theory. And the new particle volume fraction model is also suitable for middle-Stokes-

number particle-laden jet with small particles. 

4. Both the high- and middle- Stokes-number particle-laden jets are simulated 

using the CFD-DPM method. 11 different drag models are constructed based on the 

new drag correlation, Standard drag and Rudinger drag. The effects of different drag 

models on jet velocity and the sensitivity to the Re is revealed, and the effects of 

entrainment, inlet velocity distribution, and outlet boundary conditions on the jet are 

discussed. The results indicate that the new drag model for horizontal particle-laden jets 

(HPJ) more accurately predict the velocity of large particles/ high-Stokes-number 

particle-laden jets while the single-particle drag model, Wen-Yu/Gidaspow drag model, 

and Rudinger drag model all underestimate the particle velocity. As for middle-Stokes-

number particle-laden jet with small particles, the new drag model partially agrees with 

the current limited experimental data. In addition, there are strong entrainment and a 

velocity distribution which neither parabolic nor log-linear in circular turbulent jets.  

In summary, with the time-resolved 3D-PTV measurement at the particle level, 

the dynamics of three typical particles are studied in terms of the mean velocity, 

fluctuating velocity, particle concentration, and mesoscale structures. The interaction 

between gas turbulence and particle motion is analyzed. A new HPJ drag model is 

established and verified, bridging the gap on the drag modeling in the field of particle-

laden jets. 

Keywords: Multiphase Turbulence; Particle-laden Jet; Drag; PIV&PTV; CFD–DPM 
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Pt-1 The covariance matrix of the particle state quantity at time t-1, (-) 

Pt
- The covariance matrix of the particle state quantity at time t, (-) 

Qg Gas volume flow rate, (L/min) 

Qp Particle mass flow rate, (g/s) 

Qt Covariance matrix of state prediction noise, (-) 

Re Reynolds number, (-) 

Rep Particle Reynolds number, (-) 

Rt The covariance matrix of the system observation noise, (-) 

St Stokes number, (-) 

Sf 

The set of frame numbers where the particles exist in the front view, 

(frame) 

St 

The set of frame numbers where the particles exist in the top view, 

(frame) 

r The dispersion radius, (m) 

rp The particle radius, (m) 

s The displacement, (m) 

T Temperature, (K) 
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XXVI 

t Time, (s) 

X The set of x-coordinates of the particle trajectory, (mm) 

�̂�𝑡−1 The particle state quantity at time t-1, (-) 

�̂�𝑡
− The particle state quantity at time t, (-) 

U The set of x-direction velocities of the particles, (m/s) 

Ug No-load gas velocity, (m/s) 

u Velocity, (m/s) 

ug Gas velocity, (m/s) 

ug,0 Initial gas velocity, (m/s) 

𝑢g
′  Fluctuating gas velocity, (m/s) 

ugde Dense phase apparent gas velocity, (m/s) 

ugdi Dilute phase apparent gas velocity, (m/s) 

up Particle velocity, (m/s) 

up,0 Initial particle velocity, (m/s) 

𝑢𝑝
′  Fluctuating particle velocity, (m/s) 

upde Dense phase apparent particle velocity, (m/s) 

updi Dilute phase apparent particle velocity, (m/s) 

ut The profile transverse velocity, (m/s) 

Vp Particle volume, (m3) 

V3D The volume of the Voronoi polyhedron, (m3) 

Wst 

Energy consumption of the unit volume of the gas phase suspension 

conveying particles, (J) 

xp The distance from the nozzle exit to the virtual origin of the jet, (m) 

Zt the observed value of the system state quantity, (-) 
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XXVII 

Greek letters 

αg Gas volume fraction, (-) 

αp Particle volume fraction, (-) 

αde Dense phase porosity, (-) 

αdi Dilute phase porosity, (-) 

β Half-width spread angle of the jet, (°) 

ρ Density, (kg/m3) 

η The shape coefficient, (-) 

θ Dispersion angle, (°) 

ε The turbulent kinetic energy dissipation rate, (-) 

μ Viscosity, (Pa·s) 

μt The eddy viscosity, (Pa·s) 

μeff The effective shear viscosity, (Pa·s) 

λ The mean number of particles in each box, (pcs) 

σ 

The standard deviations for the measured particle number density 

distribution, (-) 

σrel The degree of particles clustering, (-) 

σRPP The standard deviation of the RPP distribution, (-) 

σPoisson The standard deviations for Poisson distribution, (-) 

σv The standard deviations for Voronoi distribution, (-) 

τ Relaxation time, (s) 

τe The existence time of the turbulent vortex, (s) 

τg Gas relaxation time, (s) 

τp Particle relaxation time, (s) 

ωk The angular velocity, (rad/s) 

 



Nomenclature 

XXVIII 

Subscripts 

cl Cluster 

de Dense phase 

di Dilute phase 

f Front view 

g Gas phase 

maj Major 

min Minor 

p Particle phase 

rms The root mean square error 

st Stokes 

t Top view 

t Time 

 

Abbreviation 

2D Two dimensional 

3D Three dimensional 

4D Four dimensional 

CFD Computational fluid dynamics 

CHN China 

COVID-19 Corona virus disease 2019 

DM Drag model 

DPM Discrete phase model 

DRe Drag-Re 

EC Entrainment coefficient 

EMMS Energy-minimization multi-scale drag model 



Nomenclature 

XXIX 

Exp. Experiment 

FFT Fast Fourier transform 

HPJ Horizontal particle-laden jet 

HPJ-SR HPJ-Standard drag and Rudinger drag 

JP Japan 

LDV Laser Doppler velocimetry 

MDM Middle-Stokes-number drag model 

OT Outlet type 

PDV Phase Doppler velocimetry 

PDF Probability density function 

PIV Particle image velocimetry 

PN Planar nephelometry 

PSV Particle streak velocimetry 

PTV Particle tracking velocimetry 

RT Tay-traversal 

RPP Random Poisson process distribution 

SARS Severe acute respiratory syndrome coronavirus 

SFM Structure from motion 

SLR Solid load ratio 

STB Shake-the-box 

TFM Two-fluid model 

UDF User-defined function 

USA American 

VD Velocity distribution 
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Chapter 1 Introduction 

1.1 Background and Significance 

Multiphase jets, especially particle-laden jets, are complex fluid flows that are 

widely encountered in various industrial and environmental applications and human life, 

such as chemical processes1, 2, gas-solid mixing2-4, combustion3, 5, 6, spray7-9, sandstorm 

air pollution10,violent expiratory events (e.g. sneezing, coughing)11-13 and the spread of 

COVID-1914-16, as shown in Figure 1.1. The multiphase flow problem is inherently one 

of the most challenging issue in fluid mechanics. In a particle-laden jet, the particles 

can have a significant impact on the momentum, heat, and mass transfer rates, and the 

gas turbulence is coupled with the stochastic motion of particles to make the problem 

even more complicated17. 

 

Figure 1.1 Scenarios for multiphase jets1, 2, 6, 12, 13 

The motion of a particle-laden jet is a “point-emission”18, unidirectional, “cone-

shaped”, multiphase field, featuring self-similar dispersion12, 19, 20 with a specific angle 

as in a single-phase gas jet shown in Figure 1.2, exhibiting a region of strong turbulent 
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mixing and dispersion surrounding the potential cone and centerline12, 20, 21. The 

dynamics of polydisperse particle systems, and the interaction mechanism between 

turbulence and particle motion remain unclear 17. Accurate tracking and prediction of 

the motion of the particle-laden jet, in terms of, e.g., the trajectories, concentration, and 

dispersion of particles, are of great significance. However, they are heavily dependent 

on the knowledge of the particle-level dynamics and the particle-fluid interactions, say, 

the drag force. For example, the transmission of the COVID-19 virus and thereby the 

best social distance in the pandemic22, 23, is adhered to our understanding of the 

dynamics of a jet of different-sized particles caused by violent respiratory events. 

However, the uncertainty of the drag force modeling in such a particle-laden jet makes 

it still a challenging task for accurate prediction11, 12. Therefore, it is necessary to study 

the evolution of particle-laden jets and the dispersion laws of particles in depth. 

 

Figure 1.2 Schematic diagram of a typical single-phase gas jet21 

The behavior of a two-phase flow is influenced by various factors such as the 

Stokes number and vortex structures24, which are further affected by e.g., the nozzle 

type, air outlet mode, gas velocity distribution, load rate, and particle size25-31. 

Furthermore, in a particle-laden jet flow, physical quantities have strong scale 
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dependence, such that the gas-solid flow state changes significantly with respect to the 

time and space over a wide range of scales. Definitions and statistical results of a 

physical quantity are hence closely related to the existence of mesoscale structures32. 

As a result, the characterization and quantification of mesoscale structures are very 

important for understanding particle-laden jets. 

1.2 Spatiotemporal Evolution of Particle-laden Jet Flows 

In a particle-laden jet, as the distance increases away from the nozzle, both the gas 

and particle flow fields develop and influence each other. In particular, the dispersion 

of particles is one of the most important behavior 33. Many researchers have studied the 

dispersion behavior of particle-laden jets from the interrelated aspects of coherent 

vortex structures24, preferential concentration34, velocity distribution24, 35, 36, and 

penetration or deposition distance12, 37-39, indicating that the dispersion is self-similar. 

For example, Bourouiba et al.12 used 𝑟 = 𝐶𝜃𝑠 to quantify this self-similarity, which 

means the dispersion radius of a particle-laden jet, r, is proportional to the dispersion 

angle and the distance away from the nozzle12, 40, s. And the nozzle diameter is normally 

used as the scale parameter of jet geometric similarity20. To detail the self-similar 

behavior, in what follows we will review the mesoscale flow structure, particle 

concentration, velocity, particle deposition distance, and interaction of turbulence and 

particles in particle-laden jet flows. 

1.2.1 Mesoscale Structure 

The mesoscale structure in jet flows, either in forms of clusters or vortexes, has 
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been studied in both experiments and simulations24, 41-44. Longmire and Eaton24 took 

the smoke to visualize the gas-phase flow field and studied the jet flow pattern evolution 

of unforced single-phase flows and unforced particle-laden flows. The results indicated 

that the gas-phase vortex experienced three states: emergence, merger, and 

fragmentation. The gas-phase flow pattern is significantly affected by the carrier 

particles, as shown in Figure 1.3. In addition, they also studied the jet flow pattern 

transformation of the single-phase flow and particle-laden flow under acoustic forcing 

and found that the macroscale structure of the gas phase and particles changed at the 

same frequency, and the particle motion was obviously affected by the gas-phase vortex, 

as shown in Figure 1.4. The research results of Wark45 et al. indicated that the 

acoustically forced particle-laden jet will form a periodic flow pattern of "core" and 

"wing", leading to an uneven distribution of particles. 

 

Figure 1.3 (a) Unforced single-phase flow and 

(b) unforced particle-laden flow24 

 

Figure 1.4 (a) Forced single-phase flow and 

(b) forced particle-laden flow (c) cartoon of 

particles interacting with vortex ring24 

The impact of the vortex on particles dispersion (clustering) is related to the Stokes 

number (St)46. The St is a dimensionless number defined as the ratio of the particle 
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relaxation time to the fluid time scale24, written as 

 
𝑆𝑡 =

𝜏𝑝
𝜏g

 
(1-1) 

where 𝜏𝑝 is the particle relaxation time, expressed by the aerodynamic response time, 

that is 

 𝜏𝑝 =
𝜌𝑝𝑑𝑝

2

18𝜇𝑔
 (1-2) 

The fluid time scale 𝜏𝑔  is usually calculated from the length scale Lv of the 

formed coherent vortex and the fluid propagation velocity u, defined as 

 𝜏𝑔 =
𝐿𝑣
𝑢

 (1-3) 

The influence of the vortex on particle dispersion decreases with the increase of 

Stokes number 24, 47. When 𝜏𝑝 ≫ 𝜏𝑔, the particles do not respond to fluctuations in the 

airflow. When 𝜏𝑝 ≪ 𝜏𝑔, the particles will fully respond to the airflow and follow any 

fluctuations in the airflow. When 𝜏𝑝 and 𝜏𝑔 are of the same magnitude, the particles 

partially respond to fluctuations in the airflow. Although the particles cannot completely 

follow the airflow, their path will be changed by the airflow fluctuations24.  

Research has shown that clustering is caused by the inability of finite inertial 

particles to satisfy the different time scales of turbulent flow fields3. The results of 

Maxey48 and Eaton34 indicated that when the particle characteristic time is similar to 

the turbulence characteristic time, the particles always stay away from the vortex core 

and the preferential concentration effect of particles is more obvious in the high strain 

rate and low vorticity region. While eddy pairing can homogenize the particle field, the 

degree of homogenization is strongly dependent on the particle relaxation time, eddy 

turnover time, and how long the particle interacts with each scale prior to the pairing 
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event. Therefore, even though small-sized particles are well mixed in a large vortex, the 

dispersion of large-sized particles is still inhomogeneous49. Wang and Maxey50 studied 

isotropic turbulence using the DNS method and found that preferential concentration 

has the strongest effect when the particle time scale and fluid time scale based on the 

Kolmogorov tend to be unify. Yang et al.51 indicated that the vortex structure in the 

planar wake can disperse the middle St particles into highly ordered patterns. Research 

by Brandon et al.52 indicated that particles with St less than 0.1 behave similarly to fluid, 

particles with St between 0.1 and 0.5 are more easily dispersed than fluid, and particles 

with St greater than 1 are largely unaffected by the wake. 

However, the motion of particles in the near field is still poorly understood. 

Additionally, physical quantities in jet flows have strong scale dependence and change 

significantly in time and space, making it difficult to define and characterize mesoscale 

structures. More research is required to understand particle-laden jet flows. 

1.2.2 Particle Concentration 

The study of particle concentration in multiphase jets is a significant topic to which 

many industrial applications are relevant. For example, particle dispersion and 

concentration can directly affect the performance and efficiency of combustion 

systems53. The degree to which the vortex changes the transient particle concentration 

is related to Stokes number (St). For small particles (middle-Stokes-number), the 

particle concentration is often closely related to the flow pattern evolution.  

The research on particle concentration in particle-laden jets mainly focuses on the 

preferential concentration caused by turbulence and large-scale structures 34, 54. Some 
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studies55-57 indicated that the preferential concentration effect is more significant as the 

Stokes number tends to be uniform. However, the particle response does not change 

much for a given St as the particle Re changes56. Cerecedo53 obtained the large-scale 

structure in the jet by using the phase average experimental method, as shown in Figure 

1.5. They analyzed the local particle concentration of five vortexes of two successive 

vortices. Longmire24 and Lázaro58, 59 et al. demonstrated that the concentration of 

particles depends not only on the size of the particles but also on the flow mesoscale 

structure. In a pioneering experimental study of a particle-laden jet with ash particles 

(average diameter 24 µm), Hayashi and Branch60 indicated that the jet forcing does not 

change the particle distribution of over the nozzle cross-section. And similar jet flows 

were observed by Anderson and Longmire47. 

Figure 1.5 Schematic diagram of 

oscillations and their location relative 

to a vortex structure.53 

 

In terms of concentration research methods, the local concentration of particles 

has a strong scale dependence. At different scales of spatial average, there is a 

significant difference in particle concentration. It is difficult to accurately characterize 

the local details of the particle concentration using general global or Euler methods 61, 

62. For example, Fessler et al.62 divided each picture into a regular box grid, calculated 

the number density of particles in each grid and obtained the probability distribution 

curve of the number density of particles and the contour map of the particle 
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concentration of the entire picture, and compared with random Poisson process (RPP) 

distribution, defined as62 the equation below, as shown in Figure 1.6. 

 𝐹(𝑛) =
𝑒−𝜆𝜆𝑛

𝑛!
 (1-4) 

where 𝜆  is the average particle number in each box, and 𝐹(𝑛)  represents the 

probability that an integer number of particles, 𝑛, will be found in a given box. To 

quantify the deviation of the particle number density distribution from the random 

Poisson distribution in this way, they defined the parameter 𝐷𝜎 

 𝐷𝜎 =
𝜎 − 𝜎Poisson

𝜆
 (1-5) 

where 𝜎  and 𝜎Poisson  are the standard deviations for the experimental particle 

number density distribution and the RPP distribution, respectively. The clustering of 

particles causes to a very high particle concentration in the grid, thus also a large 

positive value of 𝐷𝜎. If the distribution of particles is uniform, each grid has the same  

particle number, then 𝐷𝜎 is negative. 𝐷𝜎 approaches zero when the distribution of 

particles in the grid is random. Thus, the data obtained in this manner are highly 

dependent on the size of grid division. 

To characterize the local concentration of each particle, some researchers32, 63 

adopted the Voronoi64 method that is independent of the choice of spatial scale. Voronoi 

is composed of a set of continuous polygons, each polygon surrounds a point (particle), 

and the distance from each side of the polygon to the adjacent point is equal65, shown 

as Figure 1.7. Thereby the local concentration of each particle can be obtained. 

Monchaux61, Petersen57, and Manish63 et al. applied the Voronoi method to 

identify particle clusters. By obtaining the normalized Voronoi area occupied by 
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particles, they compared the normalized Voronoi area probability density distribution 

with the random Poisson process distribution, as shown in Figure 1.8. The two 

intersection points on the curves of these two distributions are then used as the dividing 

points to divide the dense and dilute phases. 

Although most researchers take into account the effect of spatial location, few 

considers the effect of time scale. The Lagrangian study of particle dynamics and local 

concentration field dynamics using the Voronoi method bears time scale information 

and may provide new insights61. In particular, the 3D information of the concentration 

of particles along particle trajectories in a jet flow is very important 66, 67, though there 

is few report on it.  
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(a) (b)  

Figure 1.6 (a) Particle concentration contour and (b) particle number probability density 

distribution 62 

(a) (b)  

Figure 1.7 (a) Original particle image. (b) Voronoi diagram of this image in which white dots 

denote the original particles.65 
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(a) (b)
 

Figure 1.8 Comparison of normalized Voronoi area PDF and random Poisson distribution61. 

1.2.3 Velocity 

The axial velocity component of particles is the most representative factor for a 

particle-laden jet20. It normally first increases and then decreases along the axial 

direction24, 36, 53. Prevost et al.36 measured jet dynamics of an axisymmetric polydisperse 

particle tube jet using PDA, revealing the mean particle axial velocity field and the 

downstream evolution of particle radial and axial turbulence components. The results 

indicated that with an increase of particle relaxation time, the anisotropy of the particle 

axial and radial wave velocity increases. The particle velocity gradient is an important 

mechanism that affects the turbulent velocity of the flow-to-particles.36. Cerecedo et 

al.68 used PDPA to measure non-dilute two-phase coflowing natural (unforced) jet, and 

studied the evolution of mean particle axial velocity and fluctuating velocity 

downstream of the jet at different acoustic forcing frequencies. Subsequently, coherent 

structures were frozen based on phase-average velocity experiments. The findings 

suggested that fluctuating velocity is related to the coherent structure, which is 

enhanced by forcing. In addition, to follow the vortex, Cerecedo et al.53 obtained the 

phase average on five different cross-flow sections (see Figure 1.5), and studied the 
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phase-average axial velocities of the gas and particle at different vortex structures. The 

results indicated that the large spatial gradient of axial velocity in the vortex is an 

important factor affecting particle dispersion. In addition, the loading rate, particle 

diameter, and initial gas velocity also significantly affect the gas-solid two-phase 

diffusion 25, 69. Tsuji et al.31 found that the two-phase velocity distribution in a pipeline 

changes with the loading rate and particle diameter. As the loading rate and particle 

diameter increased, the gas phase velocity distribution gradually decreased in the 

middle and increased at the top and bottom. This was also observed in simulation 

studies by Song30 et al.  

Although there have been many experimental studies on the particle-laden jet 

velocity field before, most of them are limited in two-dimensional, with three-

dimensional velocity fields and Lagrangian tracking rarely reported. Moreover, studies 

on the slip velocity between the gas and particles30, and the related drag force, are still 

far from maturity53. 

1.2.4 Deposition Distance of Particles 

The study of deposition distance is mainly involved in the study of particle/droplet-

laden jets driven by violent respiratory events. Here droplets can be treated as 

deformable particles. Especially in recent years, the COVID-1916 outbreak around the 

world has prompted an increasing number of studies on the deposition distance of 

particle-laden jets due to violent respiratory events to reveal the spread of the virus70-72. 

Typically, the size distribution of droplets expelled by violent expiratory events ranges 

from 1 to 2000 μm73-76. For many influenza diseases, including SARS and COVID-19, 
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viral transmission by particle-laden jets driven by violent respiratory events can be 

divided into long-distance small particle transmission and short-distance large particle 

transmission77, 78. It has been suggested that aerosol transmission of the virus may be 

an important mode of long-distance transmission16, 38, 79. However, most new infections 

are caused by short-distance direct contact with large particles emanating from infected 

individuals77, 80. For many diseases, including SARS and COVID-19, the underlying 

mechanisms of direct and indirect transmission of pathogens remain poorly understood.  

It is generally accepted that large droplets follow ballistic trajectories and are 

largely unaffected by turbulent clouds, while smaller particles (droplets) may be 

suspended in clouds, where they circulate until they settle12. Therefore, the gas phase 

dynamics and small particles are thought to be more complex and studied in detail, but 

no special attention has been given to the dynamics of large particles. Recent 

experiments81 have shown that thermodynamic factors including evaporation and 

buoyancy are small until the airflow velocity drops to ambient velocity. Moreover, 

preferential concentration can increase local humidity, preventing evaporation and 

significantly extending the droplet lifetime82. Therefore, evaporation can be negligible 

in the near-mouth region, and studies of large-particle (droplet) dispersion in the near-

mouth region are also helpful for understanding the transmission of short-distance 

large-particle viruses.  

Furthermore, many researches39, 40, 83, 84 have tried to predict the droplet dispersion 

with simulations. The single-particle drag model was normally applied, and the droplet 

deposition distance predicted was often smaller than in actual situations where the 

maximum deposition distance is up to 6-8 meters11, 13, 40, 70. In addition to the factors of 
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evaporation and humidity, underestimation of the drag force can also lead to this result. 

Indeed the uncertainty of the drag force can lead to a prediction error of up to a factor 

of 130 12. However, there are few reports about the drag model of the dilute-phase 

particles. It is necessary to explore the drag model of dilute-phase particle-laden jets 

through experiments to improve simulation accuracy. 

1.2.5 Interaction of Turbulence and Particles 

Turbulent flow and multiphase flow are the most challenging problems in fluid 

mechanics. The random coupling motion of the gas turbulence and particles makes the 

problem more complicated. Adding particles to a jet makes its dynamics more complex 

due to the dispersion of particles and more related factors, e.g., the particle size 

distribution and concentration24, 62, the complex interplay between the particle and 

fluid36, 85, and so on. Even at very low particle concentrations, the state of vortices can 

be changed due to the presence of particles24, 53, 58. The interaction mechanism between 

gas turbulence and particle motion and the details of particle-scale flow still need to be 

further explored17.  

In a particle-laden jet, the interaction between turbulence and particles is mainly 

manifested in the following aspects: (1) Kinetic energy exchange between particles and 

fluid 86, 87; (2) Enhancement of turbulent dissipation by particles 17, 35; (3) Wake effect 

17, 41, 88. Among them, the first point is mainly realized by the interphase force, such as 

the drag force, which we will introduce in detail in Section 1.5. The latter two points 

are also known as turbulence modulation.  

Turbulence modulation refers to the change in gas turbulence due to the existence 
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of solid particles, that is, the attenuation or increase in gas-phase turbulence by adding 

particles to the airflow. On the one hand, a large number of gas-particle two-phase flow 

experiments have confirmed that the turbulent kinetic energy of the fluid can be 

dissipated after adding particles89-95, as the fluid kinetic energy is consumed to carry 

particles, and the inertia of particles damps the fluctuation of the fluid94, 96-98. On the 

other hand, particle-enhanced turbulence has also been observed, especially for flows 

with large particles89. The wake vortex effect is usually used to explain the turbulence 

enhancement caused by large particles92, 93, 97, 99. Though there are many factors 

affecting turbulent modulation, such as particle size, concentration, and Reynolds 

number, special attention has been paid to particle size. Some preliminary consensus 

has been reached currently in turbulence modulation models96, 100-105, in the sense that 

the weakening of turbulence is attributed to the consumption of fluid kinetic energy to 

carry particles in the fluid, and the enhancement of turbulence is attributed to the wake 

vortex effect 96, 102, 103, 106. It should be noted that the quantitative relationship of 

turbulence modulation is hard to be clear. 

1.3 Experimental Measurement Techniques for Multiphase Flow 

For a particle-laden jet, precise modeling of the drag relies on the direct 

measurement of the highly resolved particle velocity field and gas velocity field30, 

which, in principle, should be based on the time-resolved positions and velocities of all 

the particles as well as the interstitial flow field with a resolution down to the 

Kolmogorov length scale 107, 108. Such a high-resolution time-space field is challenging 

for both physical modeling and experimental measurement17, 35. With regard to the 
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experimental measurement of particle-laden jet flows, many noninvasive (non-contact) 

techniques have been developed, to capture the time-resolved particle movement as 

well as the gas velocity field, to mention but a few, the laser-Doppler velocimetry57 

(LDV), phase Doppler velocimetry (PDV), planar nephelometry (PN)107, and high-

speed camera techniques such as particle image velocimetry(PIV)109 , particle tracking 

velocimetry (PTV)19, 110 and particle streak velocimetry(PSV)111. In particular, PIV and 

PTV found many applications in experimental fluid mechanics as full-field 

visualization methods17, 112. In addition, contact measurements such as pitot tube speed 

measurement and hot wire anemometer speed measurement have also been used. 

However, contact measurements disturb the flow itself, resulting in compromised 

measurement results. Below we briefly introduce some of the most commonly used 

non-contact measurement methods. 

LDV is a single-point measurement technique that measures particle velocity by 

using the Doppler effect to relate the velocity of a moving particle to the frequency shift 

of the light scattered by the particle. It has the advantages of non-invasiveness, high 

spatial resolution, fast response and output results that are only sensitive to particle 

velocity. Based on this method, adding tracer particles to the flow field can also measure 

the fluid velocity. To obtain the velocity of the two-phase flow field, at least two sets 

of measurement systems are usually required113, making the structure complex, signal 

processing difficult, and interphase interference prone to occur114, which usually 

requires complex debugging to eliminate the interference. 

PIV and PTV are full-field transient measurement technologies, breaking the 

limitations of spatial single-point measurement technology. They can be used to record 
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information on the entire measurement plane, so as to obtain the time-resolved positions, 

velocity field, and fluctuation velocity field and vorticity field, etc. PIV focuses on 

collections of tracer particles, and PTV focuses on individual particles, so the two 

require different data processing algorithms. However, for the experimental setup, the 

two are largely similar 114. Figure 1.9 illustrates the schematic of a PIV device.  

 

Figure 1.9 Sketch of a typical setup for PIV/PTV measurement in a wind tunnel114 

In short, the composition of PIV/PTV experimental device includes hardware and 

software. The hardware part includes (1) seeding, usually small particles for PIV and 

larger particles for PTV; (2) light source, usually a laser for PIV, and can be a uniform 

LED light source for PTV; and (3) high-speed cameras for taking images of particle 

motion. The software part includes: (1) pre-processing: also called camera calibration. 

To eliminate camera shooting errors and determine the spatial resolution of the image, 

it is necessary to use an algorithm to calibrate the camera before experiment. (2) post-

processing, mainly image processing algorithms and target parameters calculation 

algorithms, such as velocity algorithms. 

The measurement principle of PIV is to use laser light to illuminate the flow field, 
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and sow tracer particles in it for visualization. Based on the cross-frame technology, the 

pulsed YAG laser and the high-speed camera can simultaneously record two continuous 

particle images with a short time interval. The schematic diagram of cross-frame 

technology is shown in Figure 1.10. The upper dashed line donates two camera 

exposures and the lower solid line donates two laser pulses. This laser pulse spans the 

interframe time between two camera exposures, known as a frame span. The pulsed 

laser and high-speed camera are synchronized by a timing controller. Since the pulse 

laser has two independent laser heads, laser oscillation can be performed in a very short 

span regardless of the length of non-exposure time between two frames of the high-

speed camera. 

 

Figure 1.10 The frame straddling technique sketch for PIV 

Upon acquiring appropriate images via cross-frame shooting, Particle Image 

Velocimetry (PIV) analysis can be conducted. Initially, the image is subdivided into 

numerous small search areas based on pixel distribution. These areas are referred to as 

interrogation windows. For each interrogation window, a correlation surface is obtained 

through implementation of a cross-correlation algorithm. Subsequently, peak detection 

and motion calculation are executed to determine the velocity of each window. The 

velocity analysis diagram is illustrated in Figure 2.8. Over the past years, the PIV 

algorithm has matured considerably. Pioneering researchers, including those from 

Dantec and LaVision109, 115, 116, have extensively explored various PIV methodologies 
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such as 2D macroscopic and microscopic PIV, 2D time-resolved PIV, 3D tomographic 

PIV, and stereoscopic PIV. These advancements have significantly improved accuracy, 

resolution, dynamic range, and high-dimensional measurement capabilities. 

PTV differs from PIV in that it does not need cross-frame technology or even 

pulsed lasers. In addition, since PTV focuses on single particle analysis, image post-

processing algorithms are also different from PIV. The most difficult point of the PTV 

algorithm lies in the identification, matching, and tracking of the same particle, which 

requires a higher resolution (or, number of pixels) of single particles. Compared with 

PIV, the search target of the PTV algorithm is no longer interrogation windows but each 

single particle, aiming to obtain the trajectory of each particle. Therefore, as the particle 

concentration increases, the computation loading increase accordingly. At present, 

there is no mature commercial PTV software, and related PTV algorithms include, e.g., 

TracTrac117, Part2Track118, DEPTV119, TP-T120, 4BE-ETI121, 2D particle tracker122, 

Shake‑The‑Box123, and Ray-Traversal124. To provide a reference and guidance for the 

design of experimental schemes and parameter settings in measurement, a summary of 

multiphase flow experimental measurement techniques is shown in Table 1.1. 

According to the results of literature survey, most of the research is based on 2D 

measurement57, 125-127, such that only the information of particles in the laser-sheet62, 126, 

127 or on the projection of a particular view70, 128-130 can be provided. The recent 

development of the stereo X-ray PTV131, 132 provides a powerful approach to track the 

3D particle velocity field of fluidized beds but is still limited to a single tagged 

cylindrical particle with ergodicity assumption. In light of the 3D feature of jet flows, 

one can expect that time-resolved, 3D-PTV measurement technology will be of greater 
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importance in future. 

Table 1.1 Summary of multiphase flow experimental measurement technology 

Researchers Method Particles 𝑑𝑝 mm 
Frequency 

Hz 

Resolution 

Pixel2 

Carlson et al.133 LDV Glass beads 0.044/0.214 / / 

Lee et al.134, 135 LDV Glass beads 0.1~0.8 500 / 

Tsuji et al.31 LDV PS 0.2/3.4 40000 / 

Longmire et al.24 LDV 
Smoke 

Glass beads 

0.001 

0.05~0.06 
5600 / 

Kulick et al.85 LDA 
Glass beads 

Copper 

0.05/0.09 

0.07 
20~6000 / 

Hassan et al.136 PIV Oil 0.07 10 1024×1024 

Sakakibara et al. 35 PIV Glass beads 
0.001 

0.055/0.086 
2000 500×750 

Sommerfeld et al.137 PTV Glass beads 0.1/0.5 250 736×581 

Wicker et al. 138, 139 PIV Glass beads 
0.055/0.09 

0.15 
/ 450×675 

Kiger et al.140 PIV Glass beads 0.045~0.36 333 1008×1018 

Khalitov et al.141 PIV 
Air 

Glass beads 

0.33 

0.63 
/ 1008×992 

Groszmann et al.142 PTV Glass beads 0.1/0.4/0.65 60 768×494 

Virdung et al.143 PIV Glass beads 1.5 667 1008×1008 

Birzer et al.144-146 PIV Glass beads 0.02 / 1018×1008 

Diez et al.147 PIV 
Water 

Al2O3  

0.008~0.012 

0.1 
1000 1024×1024 

Capone et al.148 PIV 
Glass beads 

Polyamide 

0.01 

0.32 
500 1021×1024 

Schanz et al.149 PIV Water 0.056 500 672×1024 

Cerqueira et al.150 
PTV 

PIV 

Bubble 

Water 

1.51~4.05 

0.001~0.02 
400~1200 1568×640 

Manish et al.63 PIV Droplets Polydisperse 1000 1040×1392 

Carter et al.126 PIV Droplets Polydisperse 250 
3000 

×3500 
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1.4 Reconstruction Methods of 3D Particle Flow Field 

The particle-laden jet is a 3D, cone-shaped flow field. Long-duration, continuous 

particle tracking with 2D-PTV can only be constrained to the positions of particles in a 

thin projection plane and is not fit for describing the jet expansion behavior. Therefore, 

some research work in recent years has focused on time-resolved 3D-PTV (also referred 

to as four-dimensional particle tracking velocimetry (4D-PTV)149). According to the 

sequence of tracking and reconstruction, the 4D-PTV algorithm can be divided into two 

categories. One is a typical reconstruction-precede-tracking algorithm such as SFM 

(structure from motion)151 and RT (ray-traversal)124, the other is the tracking-precede-

reconstruction algorithm149, namely STB (shake-the-box) and seemingly opposite to the 

typical 4D particle flow reconstruction process. However, the triangulation method 152, 

153 in STB for the initial trajectory construction of the particles in the first four-time 

steps is still a method to first reconstruct the 3D positions of the particles. That is, the 

STB method is essentially a reconstruction-tracking-reconstruction method.  

It is also worth noting that in all these algorithms, the reconstructed 3D positions 

of the particles are recalculated relative to the cameras and not based on the 3D space 

of the image itself. Thus, the calibration of complex multi-camera optics is essential to 

the quality of tracking154, 155. Especially both the SFM and STB algorithms have to 

generate a mapping function between image coordinates (x, y) and physical coordinates 

(x, y, z) through calibration156, and then it will be combined with the triangulation 

method to realize particle detection. Moreover, the number of samples in the calibration 

image significantly affects the accuracy of the mapping function and particle detection, 

as well as the reconstruction. For spherical particles, only a few geometric features are 
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available, making the matching difficult. And it usually requires at least three cameras 

to complete the reconstruction. The RT algorithm also requires at least three cameras to 

calibrate the complex optical system, because the pose parameters between cameras 

and the position parameters between cameras and particles are necessary for the “Center 

to Rays” operation. Developing a simple reconstruction method for 3D particle flow 

fields will contribute to the experimental research of this paper. 

1.5 Drag Models and Simulations 

An accurate drag model is very important for the simulation accuracy of a particle-

laden jet. With regard to the physical modeling, the drag force in a particle-laden jet is 

normally closed with the Stokes drag 157 or the standard drag law for a single, isolated 

particle25, 40, 83. However, such a simplification may lead to significant errors when 

comparing the simulation results with experiments12, 158-160. For example, when the 

single-particle drag model was applied, the droplets deposition distance of coughing 

was often smaller than the actual situation, as the actual maximum deposition distance 

is up to 6-8 meters11, 13, 40, 161, 162. For the ballistic motion of large particles, the 

prediction error of the particle deposition distance could reach 130 times due to the 

uncertainty of the drag163. Moreover, most of the drag force for a swarm of particles is 

investigated in fluidized suspension systems, where the drag force is constrained by 

balancing the buoyed weight of particles108, 164-166. The key drag factors under this 

constraint are found to include the particle concentration, turbulent kinetic energy, slip 

velocity, two-phase covariance terms, and so on. The discrepancy between these drag 

correlations is as high as up to three orders of magnitude164, 167. Further, for a horizontal 
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particle-laden jet flow, where the drag force is not constrained by gravity, we can expect 

a different functional dependence of the drag force30, 108, though the relevant study is 

scarcely reported.  

The current research on the drag model can be divided into those for single 

particles and those for particle swarms. Below we review the existing drag models. 

1.5.1 Single Particle Drag Models 

The essence of drag force is the area division projected in the direction of fluid 

flow by the integral of the normal stress on the surface of the particle and the tangential 

frictional stress caused by the viscosity of the fluid. 

The single particle drag force, 𝐹𝐷0, in a fluid is generally defined as proportional 

to the dynamic pressure of the fluid and the windward area of the particle, written as 168 

 𝐹𝐷0 =
1

2
𝜌𝑔(𝑢𝑔 − 𝑢𝑝)|𝑢𝑔 − 𝑢𝑝|𝐴𝑝𝐶𝐷0 (1-6) 

where 𝐶𝐷0 is the drag coefficient of a single particle, 𝑢𝑔 the fluid velocity, 𝑢𝑝 the 

particle velocity, 𝜌𝑔  the fluid density, and 𝐴𝑝  the windward area, that is, the 

projected area of the particles perpendicular to the incoming flow velocity. For 

spherical particles, 

 𝐴𝑝 =
1

4
𝜋𝑑𝑝

2 (1-7) 

The drag coefficient depends on the particle size, fluid physical property 

parameters, and the particle Reynolds number, defined by 

 𝑅𝑒𝑝 = 𝜌𝑔|𝑢𝑔 − 𝑢𝑝|𝑑𝑝/𝜇𝑔 (1-8) 

where 𝑑𝑝 donates the particle diameter and 𝜇𝑔 the fluid dynamic viscosity. 

Figure 1.11 summarizes the curves of single-particle drag models in the literature. 
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Figure 1.12 shows the errors curve of these single-particle drag models relative to the 

standard drag model. The equations of these single-particle drag models are shown in 

Appendix A. It can be seen from the figure that Schiller & Naumann169drag model and 

Xu170 drag model are close to the standard drag model values and have a small error. 
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Figure 1.11 Curves of various single-particle drag models 
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Figure 1.12 Errors curves of single-particle drag models relative to standard drag model 

1.5.2 Uniform Particle Swarm Drag Models 

For a uniform particle swarm, the drag force for each particle is 
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 𝐹𝐷 =
1

2
𝜌𝑔𝑢𝑠|𝑢𝑠|𝐴𝑝𝐶𝐷 (1-9) 

where 𝑢𝑠 is the slip velocity, defined as 

 𝑢𝑠 = 𝑢𝑔 − 𝑢𝑝 (1-10) 

The drag model of a uniform particle swarm is usually obtained by two methods: 

(1) particle concentration correction method; (2) pressure drop method. The so-called 

concentration correction method is to multiply a particle concentration (or, voidage) 

correction function with the single-particle drag model, typical of which is the Wen–

Yu model171: 

 𝐶𝐷𝑊𝑒𝑛−𝑌𝑢 = 𝑓(𝛼𝑔, 𝑅𝑒𝑝)𝐶𝐷0 (1-11) 

where 𝑓(𝛼𝑔, 𝑅𝑒𝑝) is the correction function and 𝑅𝑒𝑝 is the Reynolds number of the 

particle swarm. 

 𝑅𝑒𝑝 =
𝛼𝑔𝜌𝑔𝑑𝑝|𝑢𝑠|

𝜇𝑔
 (1-12) 

The pressure drop method is calculated by measuring the pressure drop per unit 

height of a particle swarm, typically the Ergun equation 172: 

 
∆𝑃

∆𝐿
= 150

𝛼𝑝
2𝜇𝑔𝑈𝑔

𝛼𝑔
3𝑑𝑝

2
+ 1.75

𝛼𝑝𝜌𝑔|𝑈𝑔|𝑈𝑔

𝛼𝑔
3𝑑𝑝

 (1-13) 

where 𝑈𝑔 is the superficial gas velocity in a fixed bed or the superficial slip velocity 

in a system with non-zero velocity of particles, 𝑈𝑔 = 𝛼𝑔𝑢𝑠. The two-phase pressure 

drop per unit height is related to the drag force per unit volume 173 

 
∆𝑃

∆𝐿
𝛼𝑔 = 𝛽𝑢𝑠 (1-14) 

so 

 𝛽 = 150
𝛼𝑝
2𝜇𝑔
𝛼𝑔𝑑𝑝

2
+ 1.75

𝛼𝑝𝜌𝑔|𝑢𝑠|

𝑑𝑝
 (1-15) 

where β is the drag function, which means the drag coefficient per unit volume, also 
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known as the interphase exchange coefficient, which is usually used in the momentum 

equation of the TFM model, and its relationship to the drag force is as follows 174: 

 𝛽𝑢𝑠 = 𝛼𝑔𝑛𝑝𝐹𝐷 (1-16) 

where np is the particle number density, defined as 

 𝑛𝑝 =
6𝛼𝑝

𝜋𝑑𝑝
3 (1-17) 

Combining the above we get 

 𝛽 =
3

4

𝛼𝑔𝛼𝑝
𝑑𝑝

𝜌𝑔|𝑢𝑠|𝐶𝐷 (1-18) 

where 𝛼𝑝 donates the particle volume fraction, 𝛼𝑔 is the volume fraction of the gas 

phase or voidage, and 𝐶𝐷 is the drag coefficient of the particle swarm, defined as 

 𝛼𝑔 + 𝛼𝑝 = 1 (1-19) 

 𝐶𝐷 = 𝐶𝐷0 𝑓(𝛼𝑔, 𝑅𝑒𝑝) (1-20) 

The drag coefficient and drag correction function of the uniform particle swarm 

are shown in Appendix B. 

1.5.3 Heterogeneous Particle Swarm Drag Models 

In practice, the distribution of particles in gas-solid two-phase systems is often 

non-uniform, especially in large industrial plants, and the use of uniform particle swarm 

drag force for non-uniform flow can lead to large errors. In the literature175-178, the 

energy-minimization multi-scale (EMMS) drag model and the filtered drag model are 

widely used. The EMMS model was proposed by Jinghai Li and Mooson Kwauk179-181 

(see Appendix C). They argued that in a gas-particle concurrent-up two-phase flow, the 

fluid tends to choose the path with the least resistance to flow, whereas particles tend to 

choose their positions with the smallest potential energy. Due to the mutual constraints 



Chapter 1 Introduction 

26 

between the particles and the fluid, they compromise in competition with each other in 

the process of achieving their respective extremum tendencies, thus forming a steady 

state. 

Through multi-scale analysis, Li and Kwauk believed that there are three scales of 

action in the actual non-uniform gas-solid system: (1) microscale interaction between 

fluid and single particles; (2) mesoscale interactions between dense clusters and dilute 

broth (with disperse particles); (3) macroscale interaction of the gas-particle system and 

the surrounding environment. The actual non-uniform gas-particle system was divided 

into three approximately uniform subsystems: "dense phase", "dilute phase" and "inter-

phase", and eight parameters were used to characterize the flow state of the non-uniform 

gas-solid system, i.e., dense-phase porosity 𝛼𝑑𝑒 , dilute-phase porosity 𝛼𝑑𝑖 , dense-

phase volume fraction 𝑓 , dense-phase superficial gas velocity 𝑢𝑔𝑑𝑒 , dilute-phase 

superficial gas velocity 𝑢𝑔𝑑𝑖 , dense-phase superficial particle velocity 𝑢𝑝𝑑𝑒 , dilute-

phase superficial particle velocity 𝑢𝑝𝑑𝑖, and equivalent diameter of clusters 𝑑𝑐𝑙.  

 𝑓𝑙𝑜𝑤 𝑠𝑡𝑎𝑡𝑒~(𝛼𝑑𝑒, 𝛼𝑑𝑖 , 𝑓, 𝑢𝑔𝑑𝑒, 𝑢𝑔𝑑𝑖 , 𝑢𝑝𝑑𝑒 , 𝑢𝑝𝑑𝑖 , 𝑑𝑐𝑙) (1-21) 

Over the flow structure determined by these eight parameters, only six 

hydrodynamic conservation equations can be formulated, as follows182, 183: 

(1) Force balance of dense-phase particles 

 𝑛𝑑𝑒𝐹𝐷𝑑𝑒𝑓 + 𝑛𝑖𝑛𝑡𝐹𝑏𝑢𝑙𝑘 − (1 − 𝛼𝑑𝑒)(𝜌𝑝 − 𝜌𝑔)𝑓𝑔 = 0 (1-22) 

(2) Force balance of dilute-phase particles 

 𝑛𝑑𝑖𝐹𝐷𝑑𝑖(1 − 𝑓) − (1 − 𝛼𝑑𝑖)(𝜌𝑝 − 𝜌𝑔)(1 − 𝑓)𝑔 = 0 (1-23) 

(3) Pressure drop balance 

 ∆𝑃𝑑𝑒 − ∆𝑃𝑑𝑖 − ∆𝑃𝑖𝑛𝑡 (1 − 𝑓)⁄ = 0 (1-24) 
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(4) Conservation of fluid mass 

 𝑢𝑔 = 𝑢𝑔𝑑𝑒𝑓 + 𝑢𝑔𝑑𝑖(1 − 𝑓) (1-25) 

(5) Conservation of particle mass 

 𝑢𝑝 = 𝑢𝑝𝑑𝑒𝑓 + 𝑢𝑝𝑑𝑖(1 − 𝑓) (1-26) 

(6) Cluster equivalent diameter 

 𝑑𝑐𝑙 =
𝑑𝑝 [

𝑢𝑝
1 − 𝛼𝑚𝑎𝑥

− (𝑢𝑚𝑓 +
𝛼𝑚𝑓𝑢𝑝
1 − 𝛼𝑚𝑎𝑥

)] 𝑔

𝑁𝑠𝑡
𝜌𝑝

𝜌𝑝 − 𝜌𝑔
− (𝑢𝑚𝑓 +

𝛼𝑚𝑓𝑢𝑝
1 − 𝛼𝑚𝑎𝑥

)𝑔
 (1-27) 

where 𝛼𝑚𝑎𝑥  approximation is 0.9997. The parameters/variables outnumber the 

hydrodynamics equations, indicating an infinite set of solutions if solving the model 

solely from these hydrodynamic equations. That contradicts the reality that a steady-

state can be normally determined for such a two-phase flow system. Jinghai Li and 

Mooson Kwauk179-181 proposed a stability condition to close this problem by assuming 

that the energy consumption rate for suspending and transporting particles per unit mass 

of particles, 𝑁𝑠𝑡, tends to minimum, as follows: 

𝑁𝑠𝑡 = (𝑁𝑠𝑡)𝑑𝑒 + (𝑁𝑠𝑡)𝑑𝑖 + (𝑁𝑠𝑡)𝑖𝑛𝑡     

=
𝜌𝑝 − 𝜌𝑔
𝜌𝑝

[𝑢𝑔 − 𝑢𝑔𝑑𝑖(1 − 𝑓)𝑓
2
𝛼𝑑𝑖 − 𝛼𝑑𝑒
1 − 𝛼𝑔

] 𝑔 → 𝑚𝑖𝑛 

(1-28) 

Its counterpart, the energy consumption rate for suspending and transporting 

particles per unit volume of space, 𝑊𝑠𝑡, is written as follows: 

𝑊𝑠𝑡 = 𝑁𝑠𝑡(1 − 𝛼𝑔)𝜌𝑝 (1-29) 

The Filtered drag models widely cited in the literature mainly include the Sarkar178 

model, Radl184 model, Gao–Sarkar177 model (see Appendix D). The Sarkar178 model is 

a sub-grid ‘‘two-marker” model (αg and uslip) of fluidized gas–particle flows. The 
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Radl184 model is a ‘‘one-marker” model derived from the high-resolution simulation of 

CFD-DEM in a periodic domain, with its non-uniform index fitted as a function of the 

filter size and particle concentration. The Gao–Sarkar177 model is a modification to the 

Sarkar model especially at the dense regime and is thus suitable for simulating 

fluidization of Geldart A particles over a wide range of regimes covering both dense 

and dilute flows. 

1.5.4 Dilute Particle Swarm Drag Models 

For jets, pneumatic transport, various respiratory events, and droplet dispersion, 

the volume fraction (or loading ratio) of particles tends to be small, usually less than 1% 

by volume. For these physical scenarios, single-particle drag models or dilute phase 

drag models are widely used, but the simulation results may show large errors. The drag 

model selection in pneumatic conveying and jet flow scenarios can be found in 

Appendix E. The drag model selection in violent expiratory events and droplet 

dispersion can be found in Appendix F.  
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Figure 1.13 Comparison of Rudinger drag curve with the standard drag curve 

The drag model studies of dilute particle swarm systems (say, 𝛼𝑝≤0.01) have 
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rarely been reported. Rudinger185 studied the motion of particles in the shock tube using 

fringe photography and light scattering methods, and obtained the drag coefficient, as 

shown in Eq. (1-30). As can be seen from Figure 1.13, it differs greatly from the single-

particle standard drag curve. 

 𝐶𝐷 =
6000

𝑅𝑒𝑝
1.7
, 50 < 𝑅𝑒𝑝 ≤ 300, 𝛼𝑝 ≤ 0.001 (1-30) 

1.5.5 Simulations of Particle-laden Jets 

Accurate simulation of particle-laden jets is based on the premise that the gas 

turbulence simulation results are accurate. However, circular gas jet simulations are 

notoriously inaccurate for several reasons. 

(1) The velocity distribution in the nozzle of a circular jet30, 31 is hard to be 

quantitatively described. Its distribution form is related to the load rate and particle 

diameter, but is few reported, resulting in a poor situation of setting the inlet 

boundary conditions. 

(2) The prediction of circular jet diffusivity in the turbulence model is unexpectedly 

poor, and the main reason is considered to be the modeling difficulty of turbulent 

dissipation rate186. 

(3) The circular jet is a strong free shear jet with a strong convolutional entrainment 

effect 12, 20, 21, but there are few reports on quantitative studies on convolutional 

entrainment, so it is difficult to accurately apply the boundary conditions of 

convolutional entrainment. 

(4) The problem of outlet boundary conditions, different outlet boundary conditions 

also have an impact on the jet velocity field. 
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The simulation of a single gas-phase circular jet is already complex and difficult, 

let alone a particle-laden jet, and the increase in the loading of particles will make the 

simulation even more difficult. The most important and dominant force between the gas 

and particles is the drag force, however, due to the lack of a suitable drag model for the 

dilute particle group, the single particle drag model was usually applied without 

consideration of the effect of neighboring particles, leading to large errors when 

comparing with experimental measurements12, 158-160. 

1.6 Research Contents 

Targeting the complex behavior of polydisperse, particle-laden jet flows, this 

thesis tries to combine both experimental and simulation methods to investigate the gas-

particle dynamics in horizontal jet flows with consideration of three types of particles 

(categorized with the Stokes number: tracer particles, small particles, and large 

particles). The gas-particle dynamics here involve the jet velocity field, jet diffusion 

process (particle concentration/clustering), drag model, particle volume fraction model, 

and so on. 

For high-Stokes-number particle-laden jets with large particle diameters, it is 

possible to reveal the multiscale dynamic behavior of the jet by starting from the 

particle-scale observation, and integrating it into a spatiotemporal field analysis. To this 

end, we establish a particle-laden jet experimental platform and develop a real tracking-

precise-reconstruction, time-resolved 3D–PTV method, and combine it with PIV 

method for gas-phase flow, thus revealing the two-phase dynamics simultaneously of 

high-Stokes-number particle-laden jets. 
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For middle- and low-Stokes-number particle-laden jets, the particle diameter is so 

small that it is difficult to perform particle-scale dynamic studies. Therefore, this thesis 

primarily utilizes the PIV method to investigate the flow field behavior of middle- and 

low-Stokes-number particle-laden jets.  

The major contents of this thesis are outlined below, with a schematic diagram of 

the research framework shown in Figure 1.14. 

 (1) Establishment of Experimental Platform and Research Methods 

This section first completes the construction of the particle-laden jet experimental 

platform. This is a complex and difficult work, with high requirement for the structural 

design, practical operation, and experimental coordination. Based on that, a real 

tracking-precede-reconstruction, time-resolved 3D PTV method is developed, which 

includes algorithms of digital image processing, particle tracking matching, and 3D 

reconstruction of particle flow field. This section, elaborated in Chapter 2, lays the 

foundation for subsequent research work.  

(2) Dynamics of High-Stokes-number Particle-laden Jet 

In this section, the analysis at particle scale on both the particle dynamics and 

particle concentration are performed for a high-Stokes-number particle-laden jet, with 

details on the velocity field, fluctuating velocity field, and particle concentration field 

of gas-solid two-phase. Moreover, a new drag model and particle concentration 

evolution model are proposed. This part of the work is elaborated in Chapter 3. 

(3) Dynamics of Low- and Middle- Stokes-number Particle-laden Jet 

In this section, the velocity, fluctuating velocity, and particle concentration fields 

of the low- and middle- Stokes-number particle-laden jet flow are studied. The analysis 
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of velocity decay and self-similarity are carried out, so as to investigate the applicability 

of the classical jet velocity decay model to the jet flow here. In addition, based on large-

field macroscale measurements and the Voronoi method, the cluster structure, 

characteristic parameter scale, and concentration evolution of small particles are studied. 

The applicability of the new particle volume fraction model to a middle-Stokes-number 

particle-laden jet is verified. This part of the work is elaborated in Chapter 4.  

(4) Simulations of Particle-laden Jets 

To verify the applicability and accuracy of the new drag model, this section, as 

elaborated in Chapter 5, conducts simulations of both high-Stokes-number and middle-

Stokes-number, particle-laden jet flows with CFD-DPM approach. The influence of 

drag relations is emphasized with analysis of the jet velocity and the sensitivity of drag 

correlation to Reynolds number. In addition, the entrainment, inlet velocity distribution, 

and the effects of outlet boundary types on the jet are also discussed.  

The conclusions and outlooks are drawn finally. 

 

Figure 1.14 Schematic diagram of the research framework 
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Chapter 2 Experimental Methods 

2.1 Overview 

This chapter introduces the experimental method employed in this paper, which 

encompasses the experimental platform, data acquisition methods, and definitions of 

variables. The focus of the investigation is particle-laden jets from an experimental 

perspective, for which a particle-laden jet experimental platform has been established. 

The experimental platform comprises a jet system, a Particle Image Velocimetry (PIV) 

measurement system, and a time-resolved 3D Particle Tracking Velocimetry (3D-PTV) 

measurement system. 

The primary objective of this chapter is to conduct measurement on gas-phase jets 

and low-Stokes-number particle-laden jets using PIV, with the ultimate aim of 

obtaining motion information of small particles through PIV. Additionally, this chapter 

presents a time-resolved 3D-PTV method based on the author's recently developed 

time-resolved particle tracking and 3D reconstruction technique. This innovative 

approach constitutes a tracking-preceded reconstruction, time-resolved, 3D particle 

flow field reconstruction method, which is implemented using a dual-camera recording. 

The paper employs this method to examine the dynamics of particle-laden jets at the 

particle level. Lastly, this chapter defines the primary physical quantities under 

investigation in this thesis, ensuring clarity and precision in presenting experimental 

results. 
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2.2 Experimental Setup 

As shown in Figure 2.1, our experimental system consists of three parts: the jet 

device, PIV and PTV. Part one is the jet device. The compressed air, filtered into the 

ejector (FOX-1/2, USA) with an exit diameter of 12 mm, is used as the gas source for 

the jet. The particles enter the ejector through a hopper and get mixed with the air in the 

ejector, and then ejected into the measurement chamber, which is a hollow cuboid space 

of 2 m× 1m×1.5 m (length × depth × height), composed of tempered glass and metal 

frame. The ejector is mounted 0.3 m below the top of the chamber. The hopper is 

adopted to stabilize a uniform feeding of particles187. High-frequency (1000 Hz) sensors 

are used to measure the gas flow rate and pressure at the ejector inlet. The sensor signal 

is transmitted to the computer through a multi-functional I/O device (NI, USA). The 

acquisition accuracy of the flow sensor (TKL50-DN15, CHN) and pressure sensor 

(PCM300, CHN) are ±0.2% and ±0.1%, respectively.  

Part two, the PIV setup, includes two high-speed cameras #2 and #3 (HX-5E, NAC, 

JP) for larger shooting area, double pulsed laser (TOLAR-527, Beamtech Optronics Co., 

Ltd., CHN), beam expander (BZ-61, Seika Digital Image Co., Ltd., JP), synchronizer 

(LC-880, Labsmith, USA), and computer. The tracer particle seeder (CTS-1000, Seika 

Digital Image Co., Ltd., JP) and solid particle seeder (Solid-3 Seika Digital Image Co., 

Ltd., JP) connected with the ejector is switched on when PIV is used to measure the gas 

or SiO2 velocity. The laser has a 527 nm wavelength and a thickness of 1 mm. The 

synchronizer ensures simultaneous switching of the high-speed camera and the laser 

with a synchro-precision of 0.1ns.  
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Part three, the time-resolved 3D-PTV device, consists of two high-speed cameras 

(HX-5E, NAC, JP), a LED source (Jinshang, CHN), a synchronizer (LC-880, Labsmith, 

USA), and the computer. The two high-speed cameras are mounted perpendicular to 

each other, with camera #1 shooting the top view and camera #2 the front view. After 

the camera setting is completed, a simple calibration is performed on each of the two 

cameras to obtain the exact spatial resolution and eliminate the distortion of the image 

(distortion elimination is necessary for wide-angle and magnifying lenses). The 

experimental devices are grounded to minimize the static charging of particles. The 

following data analysis takes the center of the ejector exit as the coordinate origin, the 

axial direction of the jet is set as the x-axis, the height direction is the y-axis, and the 

depth direction is the z-axis. 

 

Figure 2.1 Schematic diagram of experimental device. 

In this paper, three kinds of particle-laden jet experiments will be carried out, and 

the valve settings of each experiment are different. In order for readers to understand 

the valve settings more clearly, we list them in Table 2.1. 
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Table 2.1 Valve settings 

Valve number #1 #2 #3 #4 #5 #6 

Gas tracer particles/low-Stokes-

number particle-laden jet experiments 
On On On Off Off Off 

Small particles/middle-Stokes-number 

particle-laden jet experiments 
On Off Off On On Off 

Large particles/high-Stokes-number 

particle-laden jet experiments 
On On On Off Off On 

2.3 Materials 

The experiments in this paper require three kinds of particles, namely gas tracer 

particles (DOS oil) for low-Stokes-number particle-laden jets, SiO2 microspheres 

(small particles) for middle-Stokes-number particle-laden jets, and glass beads (large 

particles) for high-Stokes-number particle-laden jets. This section presents the details 

of the three types of particles and how they are fed.  

2.3.1 Gas Tracer Particles 

The material of gas tracer particles is DOS oil with a density of 918kg/m3. The 

tracer particles are generated by a gas-driven tracer particle seeder (CTS-1000), shown 

as Figure 2.2 (a). The mean particle diameter is about 2~3μm, and its relaxation time is 

0.0113~0.0255 ms. The Stokes number of the tracer particles in the experimental range 

is between 0.0106 and 0.0616, which is much smaller than 1 and can track the gas phase 

movement well. 

2.3.2 Small Particles 

The material of small particles is SiO2 microspheres with a density of 2000 kg/m3. 
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The small particles are produced by a gas-driven solid particle seeder (Solid-3), shown 

as Figure 2.2 (b). The mean particle diameter is 40.86 μm, the dp,rms is 10.29 μm, and 

its relaxation time is 0.0103 s. The small particles have a Stokes number between 9.61 

and 24.89 in the experimental range. The measured particle size distribution of SiO2 

microspheres is shown in Figure 2.3. 

 

Figure 2.2 Tracer particle seeder (a) and Solid particle seeder (b). 
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Figure 2.3 The measured particle size distribution of SiO2 microspheres. 

2.3.3 Large Particles 

The material of large particles is glass beads with a density of 2490 kg/m3. The 
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large particles are fed through a hopper, shown in Figure 2.4. The particle gravity and 

the adjustable funnel diameter are used to realize the uniform and adjustable particle 

feeding rate and the continuous and loose feeding of the particles. The diameter of the 

hopper is 5mm. The PSD (particle size distribution) and sphericity were measured using 

a particle size analyzer (CAMSIZER X2, GER, shown as Figure 2.5). The measured 

average particle diameter is 1051.6 μm, dp,rms is 39.31 μm, sphericity is 0.975, and its 

relaxation time is 8.473 s. The Stokes number of the large particles in the experimental 

range is greater than 1000. The measured particle size distribution of glass beads is 

shown as Figure 2.6. 

  

Figure 2.4 Schematic diagram of the hopper feeding Figure 2.5 CAMSIZER X2 
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Figure 2.6 The measured particle size distribution of glass beads. 
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2.4 Particle Image Velocimetry 

2.4.1 Camera Calibration 

Camera calibration is to obtain the spatial resolution and image distortion 

parameters of the image. It can be carried out by shooting a calibration plate with known 

spatial dimensions. The position of the calibration plate coincides with the illumination 

position of the laser sheet light source, and its angle should be parallel to the camera 

lens. The spatial resolution can be obtained by converting the known size on the 

calibration plate and the pixel of the corresponding captured image. Furthermore, the 

post-image processing needs to remove the distortion of the image according to the 

camera calibration results and restore the real image. Distortion is low for standard 

lenses and high for wide-angle and telephoto lenses (see Figure 2.7) and must be 

undistorted. 

 

Figure 2.7 Effects of different lenses on captured images 

2.4.2 Velocity Calculation Principle 

A timing controller synchronizes the double-pulsed laser and the high-speed 

camera. A very short time separation is used to record a pair of images. Once the images 

are successfully recorded, the velocity can be determined. A typical PIV velocity 

evaluation process can be found in Westerweel's112 introduction, and we also introduced 
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it in Chapter 1. Here we briefly describe it. The Koncerto II software developed by 

Seika Digital Image and German Aerospace Center is applied to determine the velocity 

of gas tracer particles. A pair of images is divided into a large number of 32×32 pixels 

interrogation windows, the size of which is selected according to the velocity. The 

multiple-pass cross-correlation algorithm188 is applied to the interrogation windows of 

the pair of images, and then the displacement of each interrogation window is obtained 

by peak detection and displacement estimation. The gas/small particle velocity can be 

obtained by calculating the displacement, s, and time interval, t. The velocity 𝑢𝑖 

can be written as 

 𝑢𝑖 =
∆𝑠

∆𝑡
 (2-1) 

where i is the index of an interrogation window. It should be noted that the velocity 

calculation methods of PIV and PTV are the same, the difference is that the gas/small 

particle velocity relates with the displacement of an interrogation window in PIV, 

whereas the large particle velocity relates with that of a particle in PTV. For PTV, ∆𝑡 

is the interframe time; for PIV, ∆𝑡 is the cross-frame time of the laser. Furthermore, 

the multiple-pass correlation algorithm moves the interrogation window of the second 

image based on standard cross-correlation189. Repeated use of this operation can 

achieve higher resolution accuracy with a cost of computation time. A median filter is 

applied to eliminate the particle phase influence. A simple schematic diagram of the 

velocity calculation principle for PIV is shown in Figure 2.8. 

Figure 2.9 shows the snapshots of the jet using DOS oil as tracer particles and the 

corresponding velocity vector diagram determined by PIV, with (a): the snapshot of the 

single-phase gas jet, (b): the corresponding gas velocity vector, (c): the snapshot of 
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high-Stokes-number particle-laden jet, and (d): the corresponding gas velocity vector. 

 

Figure 2.8 Velocity calculation principle of PIV 

 

Figure 2.9 Snapshots of the jet using DOS tracer particles and corresponding gas velocity vector 

(a) single-phase gas jet; (b) single-phase gas velocity vector; (c) high-Stokes-number particle-

laden jet; (d) two-phase gas velocity vector. 

2.5 Time-resolved 3D Particle Tracking Velocimetry 

Here we develop a 4D-PTV method based on dual-camera shooting, which is a 
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purely tracking-precede-reconstruction approach implemented in MATLAB. This 

method does not need to generate a mapping function between image coordinates (x, y) 

and physical coordinates (x, y, z) by calibration or complex calibration of multi-camera 

optical systems. A typical 2D-PTV calibration method is sufficient. The schematic 

diagram of the central processing procedure of 4D-PTV includes three aspects (shown 

in Figure 2.10): particle detection, Lagrangian particle tracking, and reconstruction.  

 

Figure 2.10 Schematic of the processing routines of 4D-PTV. 

Once the raw images are obtained with the high-speed camera, we first complete 

the detection of particles and obtain the 2D positions of particles in each frame, and 

then the Lagrangian tracking algorithm is applied to obtain 2D trajectories of particles. 

According to the characteristics of the trajectory of each particle, we build their own 

unique “ID”. The above operations are performed on the data of the front view and the 

top view, respectively. According to the differences between IDs, the particles in the 

two views are matched, thereby completing the particle flow field reconstruction with 

time-resolved 3D positions, and trajectories. The implementation steps of this method 
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will be introduced in detail below. 

2.5.1 Camera Calibration 

Different from the PIV, the PTV needs to calibrate two cameras separately. The 

angle between the calibration plate and the camera should be less than 45°, as shown in 

Figure 2.11. The calibration results and errors are shown in Figure 2.12. The rest of the 

calibration operations are the same as PIV.  

 

Figure 2.11 Schematic diagram of the placement of the calibration board and the camera  

(Taken from MATLAB Help) 

 

Figure 2.12 Calibration results (a,b) and errors (c) 
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2.5.2 Image Pre-processing 

MATLAB software is used to preprocess the images taken by the front view and 

the top view respectively, and the processing consists of the following three steps. 

(1) Load the images 

MATLAB software is used to read the raw image, crop the raw image according 

to the target image area, and convert the image into a grayscale image. 

(2) Threshold the images 

Due to the influence of illumination, the background brightness of the image may 

be unevenly distributed, and it is difficult to segment the target image area by directly 

performing global threshold segmentation. To solve this problem, the adaptive 

thresholding method190 is used to process the image. The so-called adaptive threshold 

method automatically determines the threshold value of each region of the image 

through a series of algorithms. Compared with the global threshold method, for 

different regions of the image with uneven brightness distribution, the adaptive 

threshold method has a higher accuracy. The adaptive threshold algorithm adopted in 

this paper was proposed by Bradley190. This is a method of calculating a local threshold 

based on the local mean intensity of each pixel's neighborhood. Its advantage is that it 

takes into account the adjacent pixels on all sides of each pixel, rather than calculating 

the average of pixels in a segmented area of the image. 

(3) Images Denoising 

Perform morphological operations on the image and perform area opening to 

remove noisy pixels. 
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Figure 2.13 Particles detection steps: (a) raw image, (b) image segmentation, (c) binary image, (d) 

particle detection results. 

2.5.3 Particle Detection 

As shown in Figure 2.13, particle detection can be divided into four steps: (a) 

obtaining the raw images, (b) calculating the image background, thereby realizing the 

image segmentation, (c) obtaining the binary image, and (d) detecting and marking 

particles. Due to the influence of illumination, the background brightness of the image 

may be unevenly distributed. Thus, the adaptive threshold method190 is used to realize 

image segmentation. The coordinates of particles in the target flow field are extracted 

using the particle detection method, i.e., x and y coordinates are determined from the 

front view image, then the x and z coordinates from the top view image.  

The particle position detection directly affects the accuracy of subsequent particle 
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match and velocity calculation. The commonly used particle detection method118, 124 is 

based on the measurement of the attributes of the image area of particles, i.e., 

calculation of the area, center, and roundness of particles by counting the number of 

pixels occupied by particles. However, some particles may overlap, so they cannot be 

effectively distinguished in either the front or top view. To solve this problem, the circle 

Hough transform (CHT) method191, 192 is applied to find circles in the image for 

detecting and identifying particles. That is more robust than the traditional method 

when there are noise, occlusion, and variant illumination conditions. 

2.5.4 Lagrangian Particle Tracking 

The minimum Euclidean distance method is usually used in the PTV algorithm to 

realize particle tracking193, 194. This simple nearest neighbor algorithm is often unable 

to provide accurate tracking results, while the iterative method153, 194 needs a high 

computational cost195. It has been found that in a very short duration, the dispersion of 

particles follows a ballistic regime (purely kinematic)18. Based on this finding, various 

motion predictors were proposed to realize particle tracking117, 118, 124, 149, 196. For 

example, the Wiener filter was applied to predict the movement of particles in the STB 

algorithm149. Similarly, we establish a motion predictor to realize particle tracking from 

two groups of 2D images (both front and top views), and the four-frame velocity 

estimate method121, 196 is used to establish the initialization trajectory of the motion 

predictor. Considering that the experiment is not stationary and the influences of noise 

on each frame/particle are different, the Kalman filter197 is more suitable for our 

situation than the Wiener filter. The Kalman filter is an optimal regression data 
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processing method, proposed by the mathematician Kalman, and is often used in the 

fields of guidance and navigation control systems, computer vision systems and signal 

processing. The main role of the Kalman filter is to estimate the optimal system state 

from noise-affected measurements. The core ideas of it are mathematical model 

prediction (Prediction) and measurement feedback update (Measurement). Since 

Prediction and Measurement include the effects of system noise and external noise, the 

optimal estimation can also be seen as a filtering process. For particle jet motion, the 

diffusion of particles follows the trend of a (purely kinematic) ballistic regime18 over 

short time intervals, so the Kalman filter is able to track particles well. Hungarian 

Algorithm was proposed by Hungarian mathematician Edmonds198. Hungarian 

algorithm is a partial graph-matching algorithm based on Hall's theorem to prove ideas 

fully. The core of the algorithm is to achieve the maximum matching of bipartite graphs 

by constantly looking for augmenting paths. In this paper, Hungarian algorithm is used 

to solve the matching problem in the particle tracking process. 

The specific implementation steps of Lagrangian particle tracking are as follows: 

(1) Set acceleration error, position error, and noise error. Each error can be adjusted by 

calculating the theoretical value and the results of the initialization trajectory to find 

the most suitable error reference value for the experiment. 

(2) Based on the Kalman filter, the fitted particle initialization trajectory is obtained by 

using the first K-frame data. The initialization trajectory information includes the 

ID number of the trajectory, the total number of trajectory frames, the number of 

visible trajectory frames, and the number of continuous invisible trajectory frames. 

(3) Based on the initialization trajectory, the Kalman filter predicts the particle position 

(prediction) at the next moment. 

(4) Detect the particle position (measurement) in the next frame. 
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(5) The cost matrix is created to calculate the residual between the prediction and 

measurement. The Kalman gain matrix199 that minimizes the posterior estimation 

error of the system is solved, and the results are stored in the cost matrix. The 

Mahalanobis distance200 is selected as the motion estimation residual.  

(6) Based on the Kuhn & Munkres Hungarian algorithm201-203 and the weighted sum of 

the Mahalanobis distance between the measured values and the known trajectories, 

the known trajectories are matched with all newly identified particles according to 

the cost matrix, and the matching results are returned. The matching results include 

successfully matched trajectories and particles, unmatched trajectories and particles.  

(7) The obtained Kalman gain matrix is used to calculate the optimal particle position 

that minimizes the posterior estimation error of the system, and the successful 

trajectory is updated to correct the Kalman filter. 

(8) Update the unmatched trajectories. If the number of consecutive invisible frames is 

greater than the threshold, the particle is considered missing and the trajectory is no 

longer updated. 

(9) Create a new trajectory for an unmatched particle when the number of visible 

frames of the particle is greater than the threshold. 

(10) Iterate steps (3) ~ (9) until the last frame. A simple flowchart shown in Figure 2.14 

can help readers understand the Lagrangian particle tracking. 
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Figure 2.14 Lagrangian particle tracking flowchart 
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In addition, because the Kalman Filter is more complicated, the following briefly 

introduces the implementation process of the Kalman Filter in this article. To put it 

simply, when the kinematic process and observation process of particles conform to the 

Gaussian distribution, the essence of the Kalman Filter is to use two Gaussian 

distributions to determine an optimal weighting ratio and obtain a new Gaussian 

distribution. The schematic diagram of the key steps of the Kalman Filter is shown in 

Figure 2.15. 

t-1

Particle 

movement

t t

Prediction

Measurement

Prediction+Measurement

State 

estimation

t

Optimal Matching

Measurement 

noise

Prediction 

uncertainty

Fusion of Gaussian distributions

Optimal Matching Range

 

Figure 2.15 Schematic diagram of Kalman Filter 

 

Figure 2.16 Kalman Filter flowchart 

The algorithm flow chart of the Kalman Filter is shown in Figure 2.16. According 

to the flowchart, here is a brief description of the algorithm implementation of the 

Kalman Filter. First, the particle state quantity at time 𝑡 − 1 is expressed as �̂�𝑡−1, the 

covariance matrix of the particle state quantity at time 𝑡 − 1 is expressed as 𝑃𝑡−1. On 



Chapter 2 Experimental Methods 

50 

this basis, do a step-by-step recursion to obtain the priori system variable �̂�𝑡
− and the 

covariance matrix 𝑃𝑡
− of the prior priori estimation error:  

 �̂�𝑡
− = 𝐹𝑡�̂�𝑡−1 + 𝐵𝑡𝑢𝑡 (2-2) 

 𝑃𝑡
− = 𝐹𝑡𝑃𝑡−1𝐹𝑡

𝑇 + 𝑄𝑡 (2-3) 

where, 𝐹𝑡  is the prediction process coefficient; 𝐵𝑡  is the external control variable 

matrix; 𝑢𝑡  is the external control vector; 𝑄𝑡  is the covariance matrix of state 

prediction error (external noise). Calculate the predicted value of the state quantity and 

the residual e of the observed value: 

 𝑒 = 𝐻�̂�𝑡
− − 𝑍𝑡 (2-4) 

where, 𝐻  is the transmission coefficient, indicating the relationship between the 

prediction of the state quantity and the prior system variable; 𝑍𝑡 is the observed value 

of the system state quantity. 

Assuming that the kinematic process and the observation process of the particle 

conform to the Gaussian distribution, then the corrected posterior system variable �̂�𝑡 

can be obtained through linear fusion: 

 �̂�𝑡 = �̂�𝑡
− + 𝑒𝐾𝐾 (2-5) 

where, the Kalman gain matrix 𝐾𝐾 , 𝐾𝐾 ∈ [0, 𝐻], represents the proportion of the 

prediction and the observed value of the state quantity relative to the optimal value. 

Now let's find the optimal 𝐾 value for the result. Assuming that the actual value 

of the system state quantity is 𝑋𝑡, then the system posterior estimation error is: 

 𝐸 = 𝑋𝑡 − �̂�𝑡 (2-6) 

And furthermore, the covariance matrix 𝑃𝑡  of the system posterior estimation 

error is: 
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 𝑃𝑡 = 𝑃𝑡
− − 𝐾𝐾𝐻𝑃𝑡

− (2-7) 

If the prediction result is accurate, the trace of 𝑃𝑡 (the sum of each element on the 

main diagonal of the matrix) should be minimized, that is: 

 
𝑑𝑡𝑟(𝑃𝑡)

𝑑𝑡
= 0 (2-8) 

At this time, the Kalman gain matrix 𝐾𝐾 that satisfies the conditions is: 

 𝐾𝐾 = 𝑃𝑡
−𝐻𝑇(𝐻𝑃𝑡

−𝐻𝑇 + 𝑅𝑡)
−1 (2-9) 

where, 𝑅𝑡 is the covariance matrix of the system observation noise. 

This algorithm effectively suppresses the “ghost” particles that do not form a 

continuous trajectory, thus avoiding creating trajectories for continuous multi-frame 

unmatched particles. Figure 2.17 shows the particle trajectories of the front and top 

view by tracking 100 frames. 

2.5.5 Multi-view 3D Reconstruction 

With 2D trajectories of particles obtained from the front and top views, as shown 

in Figure 2.17 (a) and (b), respectively, we need to find out the trajectories from both 

views in common, then match them to complete the time-resolved 3D reconstruction of 

the particle flow field. 

 

Figure 2.17 Particle trajectories of 100 frames at (a) front view, (b) top view. 
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The following characteristics of particles/trajectories are used for matching and 

reconstruction: 

 Each particle has its own trajectory; 

 The x-coordinate is shared by both the front and top views;  

 The variations of x- coordinates of the same particle in the same time series are 

consistent in both views; 

 The variations of x- velocity of the same particle in the same time series are 

consistent in both views; 

 In most cases, the spatial length and time span (number of frames) of the same 

particle trajectories are the same.  

Based on the above characteristics, we can construct a unique “ID card” for each 

particle. For example, a particle, named a, is located in the front view, indexed as 𝑁𝑢𝑚f, 

the set of frame numbers where the particles exist is 𝑆f = [𝐹f
s, 𝐹f

e] , the set of x-

coordinates of the particle trajectory is 𝑋f = [𝑥f
s, 𝑥f

e], F represents the frame number, x 

the x-axis coordinate of the particle, the subscript f the front view, and the superscript s 

and e represent the start and end points, respectively. The frame length of the particle 

trajectory is 𝐿f = 𝐹f
e − 𝐹f

s + 1, the set of x-direction velocities of the particles is 𝑈f =

[𝑢f
s, 𝑢f

e] . Similarly, the view where particle b is located is the top view, indexed as 

𝑁𝑢𝑚t , and 𝐵 = [𝐹t
s, 𝐹t

e] , 𝑋𝑡 = [𝑥t
s, 𝑥t

e] ,  𝐿t = 𝐹t
e − 𝐹t

s + 1 ,  𝑈t = [𝑢t
s, 𝑢t

e] , the 

subscript t represents the top view. So the “ID cards” of particle a and particle b can be 

defined as 

 𝒂 = {𝑓𝑟𝑜𝑛𝑡, 𝑁𝑢𝑚f, 𝑆f, 𝑋f, 𝐿f, 𝑈f} (2-10) 

 𝒃 = {𝑡𝑜𝑝, 𝑁𝑢𝑚t, 𝑆t, 𝑋t, 𝐿t, 𝑈t} (2-11) 

Particle matching is realized by comparing the differences between particle “ID 
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cards”. For instance, the initial frame error of particle trajectory is 𝐹𝑒𝑟𝑟𝑜𝑟 = |𝐹f
s − 𝐹t

s|. 

The set of common frames of particle a and particle b is 𝐶 = 𝑆f ∩ 𝑆t = [𝑀,𝑁], M and 

N represent the start and end frame numbers of set C, respectively. If C is a non-empty 

set, the average value of the x-axis coordinate differences between the two particles on 

the same time series is 

 𝑋𝑒𝑟𝑟𝑜𝑟1 =
1

𝑁 −𝑀 + 1
∑ (𝑋f − 𝑋t)

𝑁

𝑀
 (2-12) 

The average value of the velocity differences in the x-direction between the two 

particles on the same time series is 

 𝑈𝑒𝑟𝑟𝑜𝑟1 =
1

𝑁 −𝑀 + 1
∑ (𝑈f − 𝑈t)

𝑁

𝑀
 (2-13) 

The difference between the average value of the x-axis coordinates of the two 

particles is 

 𝑋𝑒𝑟𝑟𝑜𝑟2 =
1

𝐿f
∑ (𝑋f) −

1

𝐿t
∑ (𝑋t)

𝐹t
e

𝐹t
s

𝐹f
e

𝐹f
s

 (2-14) 

The difference between the average value of the velocities in the x-direction of the 

two particles is 
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Mismatch usually appears when using any single bias criterion to match particles. 

However, combining the above multiple bias criteria can enhance the accuracy and 

robustness of particle matching. We call this method “multi-view coaxial trajectory 

matching method (MCTM)”. This method is found to effectively avoid the 

misjudgment and omission of particles. In our experiments, the particle matching 

accuracy reaches 95 ± 2% by comparing the projection of the reconstructed position 

with the original position. 
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Based on the reconstruction results with time-resolved 3D positions and 

trajectories, we can calculate the velocities and volume fractions of the particles. The 

particle velocity, 𝑢𝑖, is obtained by calculating the short time displacement of the two 

frames of images, s, and interframe time, t. The velocity 𝑢𝑖 can be written as 

 𝑢𝑖 =
∆𝑠

∆𝑡
 (2-16) 

where i is the index of a particle. As for the particles in Lagrangian tracking, the average 

velocity 𝑢𝑖 over a time interval ∆𝑇 at the time 𝑡, its relevant root-mean-square (RMS) 

fluctuating velocity 𝑢𝑖
′  and particle turbulent kinetic energy (TKE) 𝐾𝑖 , can be 

determined by 32  

 𝑢𝑖(𝑡) =
1

∆𝑇
∫ 𝑢𝑖

𝑡+0.5∆𝑇

𝑡−0.5∆𝑇

𝑑𝑡 (2-17) 

 𝑢𝑖
′(𝑡) = √

1
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2𝑑𝑡
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 (2-18) 

 𝐾𝑖(𝑡) =
1

2∆𝑇
∫ (𝑢𝑖,𝑥

′2̅̅ ̅̅̅ + 𝑢𝑖,𝑦
′2̅̅ ̅̅̅ + 𝑢𝑖,𝑧

′2̅̅ ̅̅ )
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𝑡−0.5∆𝑇
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where the subscripts x, y, and z denote the three coordinates, respectively. The average 

velocity �̅�  over a specified space, its relevant fluctuating velocity 𝑢′  and average 

particle turbulent kinetic energy, 𝐾, can be defined as32  

 �̅� =
1

𝑛
∑ 𝑢𝑖

𝑛

𝑖=1
 (2-20) 
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1

𝑛
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2
𝑛

𝑖=1
 (2-21) 

 𝐾 =
1

𝑛
∑ 𝐾𝑖

𝑛

𝑖=1
 (2-22) 

where n is the number of particles in the specified space. 
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To characterize the local concentration of each particle, the Voronoi diagram 

method 39, 61, 63 is applied. In light of the dynamic feature of the particle-laden jet, we 

focus on the evolution of 3D concentration in 3D space204. The particle volume fraction 

𝛼𝑝 based on the 3D Voronoi method and the particle volume fraction 𝛼𝑝,2𝐷 based on 

the 2D Voronoi method can be written as, respectively 

 𝛼𝑝 =
𝑉𝑝
𝑉3D

 (2-23) 

 𝛼𝑝,2𝐷 =
𝐴𝑝
𝐴2D

 (2-24) 

where 𝑉3D  denotes the volume of the Voronoi polyhedron, 𝑉𝑝 the particle 

volume, 𝐴2D the area of the 2D Voronoi cell, 𝐴𝑝 the area of the section of the particle. 

Figure 2.18 shows a typical reconstruction result, with (a): the instantaneous 3D particle 

flow field, (b): the trajectories of particles, (c): the front view, and (d): the top view. 

  

Figure 2.18 Results of reconstruction of the particle flow field 

(a) instantaneous 3D particle flow field; (b) trajectories for 1s; (c) front view, with the gas velocity 

field measured using PIV as the background, and (d) top view. 
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2.5.6 Comparison with Other 3D-PTV Methods 

The time-resolved 3D-PTV method developed in this work is compared with the 

typical 3D-PTV method in the literature as shown in Figure 2.19. In this work, we 

adopted the four time-step estimate method196 and Kalman filter197, 205, 206 proposed by 

those predecessors, and we did not create new points on them. Instead, our method 

innovation is mainly based on the two points: tracking-precede-reconstruction and 

multi-view coaxial trajectory matching method (MCTM), as detailed in the following.  

First, the time-resolved 3D-PTV method developed in this work basically reverses 

the typical process of evaluation, i.e., the tracking precedes the 3D position 

reconstruction, instead of the normally applied scheme of 3D position reconstruction 

followed by the tracking18, 124, 207-209. In other words, this method does not reconstruct 

the instantaneous 3D positions of particles, but first obtains the trajectories of the 

particles in different views, then reconstructs the particle flow field at all time steps 

through trajectory matching under different views. 

Second, the multi-view coaxial trajectory matching method (MCTM) newly 

proposed in this work has higher accuracy for 3D trajectory reconstruction. In MCTM, 

the common characteristics of the coaxial trajectories in different views, such as the 

velocity and acceleration embedded in the trajectories, are used to complete the 

trajectory matching between different views, thereby complete the reconstruction, as 

detailed in Section 2.5.5 of the thesis. This method is no longer simply matching with 

the geometric or distribution characteristics of the particles at a certain instant, but 

matching with all the dynamics (namely, velocity and acceleration) of particles along 

their trajectories over the whole period of observation. Therefore, this reconstruction 
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accuracy of the particle flow field is higher. 

To make it easier to understand the novelty of this work, Figure 2.19 shows the 

comparison of different time-resolved 3D-PTV methods applied in the literature with 

their detailed schemes of tracking and reconstruction. It is clearly that in previous 3D-

PTV methods the 3D coordinates of each particle are already determined from 

simultaneously captured images. That is to say, the two sets of coordinates of particle 

images, with respect to the time t and t + Δt, respectively, are known 208. Then, the 

critical issue of these methods is how to match a pair of particles in the first frame at 

time t and in the second frame at t + Δt, respectively, to complete the tracking. The 

details of different tracking and reconstruction methods in the Figure 2.19 are also 

attached below. 

 

Figure 2.19 Comparison of different time-resolved 3D-PTV (T: tracking; R: reconstruction). 

The methods to accomplish tracking include: (T1) Binary cross-correlation 

method 210 for assessing the similarity between particle pairs; (T2) Two time-step 

estimate method207 for tracking by evaluating displacement and velocity in a search 

volume in the next time step and one-to-one correspondence is established if only one 
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tracer particle is found; (T3) Triple pattern matching algorithm 211 that integrates both 

geometrical similarity and predictability of particle motions information in three 

consecutive particle image frames; (T4) Four time-step estimate methods121, 193, 194, 196, 

212 for tracking by evaluating the smoothness of velocity or acceleration; (T5) Nearest 

neighbor heuristic196 suitable for low velocity and large particle size; (T6) Wiener 

filter149 for the prediction of steady-state information in a stationary random process; 

(T7) Kalman filter197 for predicting unsteady signals. 

The methods to accomplish 3D reconstruction (3D coordinates) include: (R1) 

SFM method 152 for multi-shape feature objects by triangulation, it should be noted that 

for spherical single-featured particles, its accuracy will be poor; (R2) IPR 153 for 

iterative reconstruction of volumetric particle distributions by triangulation; (R3) RT-1 

method 207 and (R4) RT-2 124 based on based on the traversal of rays, originating from 

detected particles, through a three-dimensional grid of voxels; (R5) STB method149 of 

reconstruction is accomplished by creating an estimated particle distribution with priori 

velocity information and "shaking" all particles to correct for residual errors. They all 

complete 3D reconstruction of a certain moment in time t by simultaneously capturing 

images from different angles. So, at least three cameras (at least two cameras for SFM) 

are required to capture as much particle information as possible. And they all need to 

carry out spatial coordinate transformation, which requires a complex camera 

calibration process. 

2.6 Conclusions 

In this chapter, the experimental platform is introduced in detail, and the 
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construction of the experimental platform is completed. At the same time, the material 

information used in the experiment and the PIV and PTV methods are introduced in 

detail, and the definitions of physical quantities in each method are clarified. In addition, 

we realize the time-resolved 3D reconstruction of the particle flow field of the particle-

laden jet, based on the high-resolution time-resolved 3D-PTV & PIV experimental 

system and a new time-resolved 3D particle flow field reconstruction method. This 

method features particle tracking before performing trajectory matching, and lays the 

foundation for the study of particle-laden jet dynamics at the particle level.  
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Chapter 3 Dynamics of High-Stokes-number Particle-laden Jets 

3.1 Overview 

In order to comprehend the intricate particle-level dynamics in particle-laden jets, 

we have developed a hybrid measurement method as detailed in Chapter 2. This method 

combines time-resolved, 3D-PTV and PIV techniques. The time-resolved, 3D particle 

flow field reconstruction method, referred to as real tracking-preceded reconstruction, 

is achieved through dual-camera recording. 

Given the complexity of particle-laden jets, our investigation begins by examining 

the fluid dynamics in the near-field region of a dilute particle-laden jet containing large 

particles. Utilizing the acquired data from particles and gas fields, we employ the 

Eulerian averaging and Lagrangian tracking approaches to analyze the gas-solid two-

phase velocities and their fluctuations. Subsequently, a novel drag model is developed 

and validated for particle-laden jets based on the measured two-phase flow fields. 

Lastly, we predict the evolution of particle volume fraction using a straightforward 

volume fraction model. 

3.2 Experimental Parameters 

The image resolution of the high-speed camera is set to 1280×960 pixels, and the 

corresponding shooting region is about 220×165 mm2. The frequency of the 

synchronizer and the high-speed camera is set to 5000 fps, the cross-frame time of the 

laser is 60 s and the exposure time is 10 μs. The particles used in the experiment are 

uniformly spherical, white, glass beads with a density of 2490 kg/m3. The particle 
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diameter is 1051.6 μm, and the sphericity is 0.975. The measured particle size 

distribution is shown in Section 2.2.3. In this work, the particle mass flow rate is fixed 

at 2.162 g/s, the volumetric gas flow rate at the ejector gas inlet is fixed at 50.08 L/min, 

and the flow rate caused by negative gauge pressure at the ejector particle inlet is about 

88 L/min. Thus, the solid mass loading rate, defined as the ratio of the solid mass flow 

rate to that of the gas, is 0.78. The DOS oil with a density of 918 kg/m3 is used as the 

gas tracer with an average particle size of 2.2 μm. In operation, the main valve pressure 

of the tracer particle seeder is 0.2MPa, and the internal circulation pressure is 0.05MPa. 

An overview of experimental parameters is summarized in Table 3.1.  

Table 3.1 Experimental parameters 

Parameters Value Parameters Value 

Particles Glass beads Gas Air 

Particle density 𝜌𝑝, kg/m3 2490 Gas density 𝜌g, kg/m3 1.205 

Particle diameter 𝑑𝑝, μm 1051.6 Gas viscosity 𝜇g, Pa · s 1.8×10-5 

RMS of 𝑑𝑝, μm 39.31 Gas volume flow 𝑄g, L/min 50.08 

Particle mass flow 𝑄𝑝, g/s 2.162 RMS of 𝑄g, L/min 0.34 

RMS of 𝑄𝑝, g/s 0.011 The ejector inlet gas pressure 𝑃g, KPa 25.186 

Solid mass loading rate 𝑀𝑝 0.78 RMS of 𝑃g, KPa 0.077 

Particle relaxation time 𝜏𝑝,𝑆𝑡 , s 8.473 Tracer particle relaxation time 𝜏g,𝑆𝑡 , s 1.37×10-5 

3.3 Gas Flow Characteristics: Effects of Particles 

Figure 3.1 shows the effects of particles on the gas jet flow by comparing the 

instantaneous gas vector fields (a): without particles and (b): with particles laden, 

respectively. 𝑢g  is the gas velocity, and 𝑢g,𝑥  the gas velocity component in the x-

direction. The image coordinates in the following analysis are scaled by the jet diameter, 

as practiced in the literature20. It is clear that the instantaneous gas streamline is not 
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straight213 in the pure gas case, as shown in Figure 3.1 (a), showing oscillating 

turbulence around the central jet, where the gas velocity magnitude is generally higher 

than the other areas. In Figure 3.1 (b), due to the adding of particles, the spanwise 

dispersion of the gas is larger. The black dotted line marks the profile of the maximum 

value of 𝑢g,𝑥. As we can see from Figure 3.1 (c) and (d), regardless of single- or two-

phase jet, the maximum value of instantaneous 𝑢g,𝑥 is not along the jet centerline, but 

fluctuates around it.  

 

Figure 3.1 Instantaneous gas velocity profiles 

(a) 𝒖𝐠̅̅ ̅ of single-phase jet; (b) 𝒖𝐠̅̅ ̅ of two-phase jet; (c) 𝒖𝐠,𝒙̅̅ ̅̅ ̅ of (a); (d) 𝒖𝐠,𝒙̅̅ ̅̅ ̅ of (b). The black 

dotted line represents the maximum value of 𝒖𝐠,𝒙̅̅ ̅̅ ̅. (Hereinafter, the sliding step size of the 

interrogation window is 0.1D) 

Figure 3.2 shows the contours of time-averaged gas velocity and fluctuating 

velocity of the single-phase jet (a~d) and two-phase jet (e~h). 𝑢g,𝑥 of the single-phase 

gas jet peaks along the jet core, especially near the exit of the ejector, and the gas 

dispersion angle is small, as shown in Figure 3.2 (a). With the jet evolving away from 
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the ejector, the gas stream goes slightly upward as shown by |𝑢g,𝑦| in Figure 3.2 (c). 

A probable reason is that the jet causes a large number of vortices with density lower 

than that of the surrounding fluid214, thus leading to an upward buoyancy. Another 

possible reason is that the ejector is closer to the top of the measurement chamber than 

to the bottom, making the jet easier to diffuse downward, thus, the downward gas stream 

speed is smaller than that of the upward. According to Bernoulli's theorem, the pressure 

on the upper edge of the stream is lower than that on the lower edge, so the jet bends 

upward subject to the lift. The fluctuation 𝑢g,𝑥
′  is large in the core of the jet, and decays 

away from the jet origin, as shown in Figure 3.2 (b). That is because the gas velocity is 

high in the early stage of the jet, resulting in strong turbulence with large 𝑢g,𝑥
′ . As the 

jet evolves, the gas velocity decreases with the turbulent energy dissipated, resulting in 

the decrease of 𝑢g,𝑥
′ . Similar to the gas velocity, the fluctuation 𝑢g,𝑦

′  is also larger in 

the jet core than on the sides, and larger on the upper side than on the lower side, as 

shown in Figure 3.2 (d).  

Compared with the single-phase jet, the gas velocity of the two-phase jet is smaller. 

The dispersion angle of the two-phase jet is slightly larger than that of the single-phase 

jet, and the distribution of 𝑢g,𝑥 becomes more symmetrical, as shown in Figure 3.2 (e). 

However, |𝑢g,𝑦| is smaller in the jet core than on both sides and slightly larger on the 

upper side than on the lower side, as shown in Figure 3.2 (g). Based on Figure 3.2 (f) 

and Figure 3.2 (h), it can be found that particles obviously change the distribution of 

gas fluctuating velocity. Compared with the single-phase jet, the gas fluctuation in the 

jet core is greatly reduced, indicating that the particles weaken the gas turbulence 

significantly. The probable reason is that, in the near-field region along the central axis, 
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the gas kinetic energy is more consumed to carry particles (see Figures. 3.8 and 3.9), 

leading to a more significant attenuation of turbulence 85, 215. By comparison, the 

increased gas fluctuation on both sides of the jet, as shown in Figure 3.2 (f), may be 

induced by the dispersed particles and their wake eddy effects 99.  

 

Figure 3.2 Contour maps of time-averaged gas velocity and fluctuating velocity of XY plane: 

single-phase jet (a-d) and two-phase jet (e-h). 

In the single-phase jet, the |𝑢g,𝑦| gradually increases, which can be attributed to 

the energy transfer between the turbulent scales in the x- and y-directions85, 215. In the 
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two-phase jet, the |𝑢g,𝑦| at the edge is greater than at the center. We speculate that the 

particles are driving the airflow during the outward (y-direction) dispersion (see Figure 

3.8), resulting in an increase in the |𝑢g,𝑦| at the edge. The particle velocity in the y 

direction at the center is very close to 0 (see Figure 3.2), which does not affect on |𝑢g,𝑦|, 

but the energy in the x direction of the airflow at the center transfers to the particles. 

Figure 3.3 shows the time-averaged gas velocity and fluctuating velocity in axial 

(a~f) and spanwise (g~l) directions. At y/D=3, the gas velocity increases with the axial 

distance, and the gas velocity of the single-phase jet gradually exceeds that of the two-

phase jet, due to a larger dispersion angle downstream of the two-phase jet, as described 

in Figure 3.2. Along the centerline (y/D=0), both the axial gas velocity and its 

fluctuation first rise and then decline, as was reported in the literature85, 215-217. The 

rising part can be attributed to the “potential cone” at the ejector exit, the end of which 

is located at around x/D = 4~17, similar to the value in the literature20, 215, and there are 

weak compression and expansion waves in the “potential cone”20, 215. The maximum 

gas velocity of the two-phase jet appears later than that of the single-phase jet. That is 

because the presence of particles changes the gas distribution and extends the whole 

gas flow field, together with its maximum point, to the downstream99. At the same time, 

the gas fluctuating velocity of the two-phase jet along the jet centerline is significantly 

reduced due to the existence of a large number of particles85, 215. Since the gas tends to 

go upward in the single-phase jet and the presence of particles makes the gas velocity 

distribution more symmetrical, the gas velocity of the two-phase jet is greater than that 

of the single-phase jet below the jet centerline (y/D=-3), as shown in Figure 3.3 (e). A 

similar trend applies to their fluctuating counterparts as the wake effect of large particles 
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enhances the gas turbulence99. 

 

Figure 3.3 Time-averaged gas velocity and fluctuating velocity on axial (a~f) and spanwise (g~l) 

planes. 

Figure 3.3 (g~l) shows the evolution of mean and fluctuating gas velocities along 

the y-direction at different x/D. Both the mean velocity distributions of the single-phase 

and two-phase jets show a single-peak distribution, as shown in Figure 3.3 (g), (i), (k). 

The peak velocity is also reduced in the two-phase jet accompanied by a much wider 

distribution, indicating that the particles change the gas velocity distribution 
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significantly. We can conclude from Figure 3.3 (h), (j), (l) that the gas fluctuating 

velocity distribution of the single-phase jet shows a single-peak distribution which is 

also shown in Krothapalli’s215 research, while the gas fluctuating velocity distribution 

of the two-phase jet shows a double-peak distribution. The reason is that particle 

weakens the gas-phase turbulence in the center of the jet, while the large particle wake 

effect enhances the gas-phase turbulence at the jet edge. 

3.4 Particles Flow Characteristics 

3.4.1 Global Particle Profiles 

First, we determine the duration for statistical analysis. Figure 3.4 shows a fast 

Fourier transform (FFT) of the particle number flux at the ejector exit (in the range of 

x/D=0~1). The main frequency is found within the range of 100  150 Hz. Therefore, 

the time span for averaging of particle field is selected to be 0.1s and 1s, about 10 and 

100 times the fluctuation period, to smooth out the influence of particle number 

fluctuation.  

 

Figure 3.4 Fluctuation frequency of particle flux at the ejector exit. 
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To investigate the axial variation of particle concentration, the shooting area 

(measurement domain) is divided into 17 sections spaced with D along the x-axis, over 

which the numbers of particles are counted, as shown in Figure 3.5 (a). Similarly, we 

also show in Figure 3.5 (b) and Figure 3.5 (c), respectively, the distributions along the 

y- and z-axis directions with the same spatial resolution of D. The time averaging lasts 

for 0.1s (500 frames) and 1s (5000 frames), respectively. We can see that the time-

average distributions are quite stable, especially along the y- and z- directions. Along 

the x-axis, the number of particles rises first and then declines a little bit, staying around 

between 12.3 and 12.6. The rising part near the exit of the ejector may be attributed to 

the fact that the particle concentration there is relatively high, and so is the particle 

overlap, resulting in an underestimation of the number of particles. As the particles 

move away from the ejector, the particles disperse gradually, reducing the degree of 

overlap and thus improving the recognition accuracy with higher numbers of particles. 

When the particles disperse to a certain extent, some particles may move outside and 

get lost from the shooting area, thus the particle concentration decreases. The particle 

number profiles of z –axis is basically symmetrical as expected, whereas the negative 

part of the y-axis direction (y/D<0) is larger than the positive part due to gravity. 

 

Figure 3.5 Profiles of the number of the particles along (a) x-axis, (b) y-axis, and (c) z-axis. 
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3.4.2 Particle-level Velocity Tracking 

 

Figure 3.6 Lagrangian tracking up, corresponding u′p, particle TKE, Ki: (a) up,x rising, (b) up,x 

invariant, (c) up,x declining; and (d) variation of average particle TKE, K, along the jet centerline. 

Figure 3.6 (a-c) show several typical time series of particle velocity of Lagrangian, 

single particles, their fluctuating velocities, and the particle TKE, respectively. Figure 

3.6 (d) shows the variation of the average particle TKE along the jet centerline. The 

sliding span for time-averaging is 5×10-3 s. Three typical 𝑢𝑝,𝑥 trends are chosen with 

respect to the rising (Figure 3.6 (a)), statistically invariant (Figure 3.6 (b)) and declining 

(Figure 3.6 (c)). The single particle velocity shows strong anisotropy with x component 

obviously larger than the other two components. The average particle TKE along the 

jet centerline shows a similar anisotropy (Figure 3.6 (d)), with the dominant x 

component, Kx, declining first then rising, whereas the other two components, Ky and 
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Kz, declining along the axis. By comparison, the particle TKE in Figure 3.6 (a-c) shows 

no such clear trend. 

3.4.3 Mean and Fluctuating Particle Velocity 

Figure 3.7 shows the time-averaged probability density functions (PDFs) of 

particle velocity components, i.e., 𝑢𝑝,𝑥, 𝑢𝑝,𝑦 and 𝑢𝑝,𝑧, on the whole shooting region 

and three YZ planes with x/D equal to 3, 9, and 15, respectively. The Gaussian fitting 

curves for these components are also given in the literature142.  

 

Figure 3.7 Time-averaged PDFs of particle velocity of the whole shooting region and on the YZ 

plane along the axis of the jet : (a) PDFs of up,x, (b) PDFs of up,y, and (c) PDFs of up,z.  

Points of different shapes represent the experimental data, the solid lines represent the Gaussian 

fitting results of the points, and the dotted lines represent the center of the Gaussian fitting 

curves. 

The PDF of 𝑢𝑝,𝑧  is quite close to the Gaussian as the external force in the z 

direction is negligible142, whereas those of the other two components show obvious 

deviation from the Gaussian distribution, implying strong non-equilibrium and 

anisotropic states along these directions. The peak value of 𝑢𝑝,𝑥 in the whole shooting 

region is around 4.89 m/s, and that of each x/D plane gradually increases with x/D as 

shown in Figure 3.7 (a), reflecting the acceleration of particles in the jet. The peak 𝑢𝑝,𝑦 

in the whole shooting region is negative, −0.29 m/s, caused by gravity. The magnitude 
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of the peak 𝑢𝑝,𝑦 in each x/D plane also increases with x/D as shown in Figure 3.7 (b), 

reflecting the gravitational acceleration. The peak 𝑢𝑝,𝑧 in the whole shooting region is 

around zero. Different from 𝑢𝑝,𝑥 and 𝑢𝑝,𝑦, the peak 𝑢𝑝,𝑧 in each x/D plane does not 

change with x/D as shown in Figure 3.7 (c).  

 

Figure 3.8 Contours of time-averaged and fluctuating particle velocities of central XY and XZ 

planes. 

The contours of time-averaged and fluctuating particle velocities over the central 

XY and XZ planes are shown in Figure 3.8. 𝑢𝑝,𝑥 peaks around the center and decays 
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along the lateral directions, while gravity causes asymmetry distribution in the XY plane. 

A similar distribution can also be found for 𝑢𝑝,𝑥
′ . By comparison, the other two velocity 

components along y- and z- directions, as well as their fluctuations, 𝑢𝑝,𝑦
′  and 𝑢𝑝,𝑧

′  are 

small in the center and large on both side wings of the jet, reflecting the transmission 

of the particle kinetic energy and fluctuating energy from the x-direction to the y- and 

z-directions, whereas the XZ plane is more symmetrical. 

To give a more quantitative analysis, Figure 3.9 shows the axial evolution of the 

time-averaged 𝑢𝑝,𝑥, 𝑢𝑝,𝑥
′ , and spanwise evolution of the time-averaged |𝑢𝑝,𝑦|, 𝑢𝑝,𝑦

′  

of XY plane (a~d), XZ plane (e~f). In all different planes, 𝑢𝑝,𝑥 increases first with x/D 

in the near-ejector region, but this trend fades away when far from the ejector, as 

revealed in previous PDA/LDA results36, 158. 𝑢𝑝,𝑥 is large on the central axis (y/D = 0 

and z/D = 0), and decays along the lateral directions (say, y/D = ±3 and z/D = ±3). In 

the downstream, 𝑢𝑝,𝑥 at y/D=-3 is larger than that at y/D=0 probably due to the gravity. 

𝑢𝑝,𝑥
′  decreases initially and then increases with x/D, but the change is small, which is 

also consistent with previous PDA/LDA results36. As above, this phenomenon is due to 

both the flow-particle interaction in the ejector and the presence of rebounds of particles 

along the wall of the ejector. In this way, both particles originating from regions of low 

velocity (near the ejector wall) and particles originating from regions of larger velocity 

(along the axis of the stream) are mixed in the stream at the exit of the ejector, such that 

the mixed contributions tend to decrease the mean particle velocity and enhance the 

fluctuating velocity near the ejector exit 36, 218. The profiles of 𝑢𝑝,𝑥
′   at the other 

locations are consistent with those of 𝑢𝑝,𝑥 . As for |𝑢𝑝,𝑦|  and 𝑢𝑝,𝑦
′  , both the mean 

velocity and fluctuating velocities tend to be low in the middle and high on both sides, 
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which are consistent with the previous analysis.  

 

Figure 3.9 The axial evolution of the time-averaged up,x, u′p,x and spanwise evolution of the time-

averaged |up,y|, u′p,y of XY plane (a~d), XZ plane (e~h). 

3.4.4 Particle Volume Fraction 

To characterize the local concentration characteristics, the 3D Voronoi diagram 

method204 is applied to calculate particle volume fraction. Each Voronoi polyhedron 

surrounds a point (particle), and the distances between the surface of the polyhedron 

and the adjacent point are equal. The volume fraction of all the particles in the shooting 

region is between 10-4 and 10-2, with most of the particles between 10-4 and 10-3. The 

PDF of the time-averaged particle volume fraction in the whole shooting region is 

shown in Figure 3.10. 
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Figure 3.10 Time-averaged particle volume fraction PDF in the whole shooting region determined 

by the 3D Voronoi method. 

 

Figure 3.11 Contour of the experimental values of time-averaged particle volume fraction on XY 

plane (a) and XZ plane (b). 

Figure 3.11 shows time-averaged 3D particle volume fractions on the XY- and XZ- 

planes. As expected, the particles are concentrated in the middle and near the ejector 

exit and decay away from the ejector exit both axially and laterally. Such a dispersion 

is consistent with the above discussion with gas and particle velocity distributions. It is 

widely recognized that in a particle-laden jet, the particles leave the nozzle with a 

certain initial velocity, and under the action of inertia and fluid, they move in a "cone-

shaped" self-similar dispersion motion with a certain angle18. During this process, the 
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particle spacing and void ratio gradually increase. In the classic work of Bourouiba et 

al12. on expiratory events, they recognized two phases of cloud evolution, with the first 

phase dominated by jet-like dynamics, followed by the second phase dominated by 

“puff-like” dynamics. Their theoretical model based on a scenario of the violent 

expiratory event as a discrete emission of droplet/particle-laden multiphase turbulent 

clouds was found well describing the dispersion of the particles observed in their 

analogous experiment. This model also provides the basis for our modeling efforts on 

the dispersion and the drag force in the particle-laden jet in the following section. 

3.5 Modeling for Particle Dispersion and Drag 

3.5.1 Particle Volume Fraction 

As the axial component of the jet is the most representative20, here we attempt to 

develop a particle volume fraction model to quantify the dispersion of particles along 

the jet centerline. Assuming that each particle with a diameter of dp is surrounded by a 

cloud (hereinafter considered as a Voronoi polyhedron), which gradually expands as it 

follows the particle trajectory (𝑠, 𝜃), where s denotes the motion distance and  denotes 

the dispersion angle. As assumed in the classic work12, 40, this expansion is self-similar 

and proportional to the distance 𝑠, as shown in Figure 3.12, where 𝑟 denotes the 

dispersion radius, 𝐶𝜃  denotes the dispersion coefficient depending on 𝜃 , 𝛼𝑝  the 

particle volume fraction, 𝑉𝑝 the volume of a single particle, and 𝑉3D the volume of 

the cloud. 𝑢𝑝,𝑥, 𝑢𝑝,𝑦, 𝑢𝑝,𝑧  denote the velocity components of the particle and its 

surrounding cloud. 



Chapter 3 Dynamics of High-Stokes-number Particle-laden Jets 

77 

 

Figure 3.12 Schematic of the trajectory of a particle and cloud with radius r at position s from a 

jet. 

The distance 𝑠 can be defined as 

 𝑠 = √(𝑥𝑡 − 𝑥0)
2 + (𝑦𝑡 − 𝑦0)

2 + (𝑧𝑡 − 𝑧0)
2 (3-1) 

where (𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡) denotes the position of the particle at time 𝑡 and (𝑥0, 𝑦0, 𝑧0) the 

initial position. The volumes of the cloud (Voronoi polyhedron, 𝑉3D) and the particle 

(𝑉𝑝) can be written as  

 𝑉3D = 𝜂𝑟
3 (3-2) 

 𝑉𝑝 =
1

6
𝜋𝑑𝑝

3 (3-3) 

where 𝜂 is the shape coefficient related to the shape of the Voronoi polyhedron. 𝜂 =

4𝜋/3, if the Voronoi polyhedron is a sphere, and 𝜂 = 4𝜋𝑘𝑒/3, if it is ellipsoidal, where 

𝑘𝑒 is the ellipsoidal axis length ratio12. The shape of the Voronoi polyhedron is time-

dependent, i.e., 𝜂 is a function of time. Moreover, the volume of the cloud is strongly 

related with the displacement of the cloud219 and the expansion of the cloud is self-

similar, satisfying 12, 40 

 𝑟 = 𝐶𝜃𝑠 (3-4) 

Combining Eqs. (3-2), (3-3) and (3-4), the particle volume fraction based on the 

Voronoi method can be written as 
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 𝛼𝑝 =
𝑉𝑝

𝜂𝐶𝜃
3𝑠3

 (3-5) 

where 𝜂𝐶𝜃
3 can be regarded as the volume coefficient of the Voronoi polyhedron. The 

average volume fraction of particles along the centerline of the jet can thus be expressed 

as 

 𝛼𝑝̅̅ ̅ =
𝑉𝑝

�̅�𝐶𝜃̅̅ ̅
3
𝑥3

 (3-6) 

where 𝑥, �̅�, 𝐶𝜃̅̅ ̅ denote the axial displacement, the average shape coefficient and the 

average dispersion coefficient of the particle moving along the centerline, respectively. 

According to the Bourouiba model12, 220, 𝐶𝜃̅̅ ̅ and �̅� are determined by  

 0.015 ≤ 𝐶𝜃̅̅ ̅ ≤ 0.037; �̅� = 3 (3-7) 

Figure 3.13 is compared with the experimental data with different fitting values of 

the dispersion coefficient 𝐶𝜃̅̅ ̅ and shape coefficient �̅�. 

 

Figure 3.13 Axial evolution of particle volume fraction along the jet centerline calculated with (a) 

different Cθ, (b) different η, (c) different combinations of Cθ and η with ηCθ
3 = 2.7×105. 

Figure 3.13 (a)-(b) show that the average particle volume fraction increases with 

the decrease of 𝐶𝜃̅̅ ̅  or �̅� , and gives the best fitting when �̅�=3,  𝐶𝜃̅̅ ̅=0.021. These 

parameters are in the same scope as suggested in the Bourouiba model. And a constant 

�̅�𝐶𝜃̅̅ ̅
3
= 2.7 × 10−5 fits very well with the experiment as shown in Figure 3.13 (c), and 
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the results in the literature12 are also close to this value. So, we may recommend this 

constant value for different shapes of Voronoi polyhedrons. 

3.5.2 Drag Correlation 

As discussed in the introduction, for a horizontal particle-laden jet flow, the drag 

force is the key factor to the dispersion of particles. To deduce the drag model in this 

case, we extract the experimental data on the axial particle and gas velocities along the 

jet centerline. Figure 3.14 (a) gives the axial evolution of the time-averaged 𝑢𝑝,𝑥 , 

showing a gradual increase along the centerline, then flattening downstream, as 

reported in the literature 24, 36, 53, 158. The time-averaged gas and slip velocities are shown 

in Figure 3.14 (b) for both single and two-phase cases. Clearly, 𝑢g,𝑥  of both cases 

increases initially and then declines, due to the weak compression and expansion waves 

in the “potential cone” as described in Figure 3.3. By comparison, 𝑢g,𝑥 declines earlier 

for the single-phase jet, at about x/D = 5, than for the two-phase jet, at about x/D = 15, 

as the presence of particles stretches the gas flow field to the downstream direction99. 

The single-phase speed of 𝑢g,𝑥 is larger than that of the two-phase one in the early 

evolution, until the opposite result appears in the later stage, at about x/D = 15, as the 

particles flatten the velocity distribution. The particle velocity change is small due to 

the large inertia of large particles, so the axial evolution of slip velocity is close to that 

of the gas velocity.  

With the gas and slip velocity obtained above, we can further obtain the drag 

coefficient in the jet along the centerline and compare it with different drag models, as 

shown in Figure 3.14 (c). Similarly, we also present the particle velocities predicted by 
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using these drag models, as shown in Figure 3.14 (d). The detailed procedure is as 

follows: 

Considering that the particle-laden jet flow is rather dilute, 𝛼𝑝 ≪ 1%, the particle 

density is large compared with gas density, 𝜌𝑝 ≫ 𝜌g, we can assume that the trajectory 

of each particle can be integrated explicitly over time without collisions. Thus, the 

motion of a single particle can be obtained by applying Newton's second law, as follows: 

 𝑚
𝑑𝑢𝑝⃗⃗⃗⃗ 

𝑑𝑡
= 𝑚

𝜌𝑝 − 𝜌𝑔
𝜌𝑝

𝑔 + 𝐹D⃗⃗⃗⃗ + 𝐹𝑜⃗⃗  ⃗ (3-8) 

where 𝑚 =
1

6
𝜋𝑑𝑝

3𝜌𝑝 donates the particle mass, 𝑢𝑝⃗⃗⃗⃗  the particle velocity, 𝜌g the gas 

density, 𝜌𝑝 the particle density, 𝑔  gravitational acceleration, 𝐹𝐷⃗⃗⃗⃗  the drag force, 𝐹𝑜⃗⃗  ⃗ 

is the other force which can be ignored here. This equation can be simplified in the x 

direction as 

 
𝑑𝑢𝑝,𝑥
𝑑𝑡

=
3𝜌g𝐶𝐷

4𝜌𝑝𝑑𝑝
|𝑢g,𝑥 − 𝑢𝑝,𝑥|(𝑢g,𝑥 − 𝑢𝑝,𝑥) (3-9) 

where 𝐶𝐷 is the drag coefficient. Eq. (3-9) can be rewritten as221 

 
𝑑𝑢𝑝,𝑥
𝑑𝑡

=
1

𝜏
(𝑢g,𝑥 − 𝑢𝑝,𝑥) (3-10) 

where 𝜏  is the particle relaxation time and 𝜏𝑝,𝑆𝑡  is the particle relaxation time 

corresponding to the Stokes drag force, defined as 

 𝜏 =
𝜏𝑝,𝑆𝑡
𝑓𝑅𝑒𝑝

 (3-11) 

 𝜏𝑝,𝑆𝑡 =
𝜌𝑝𝑑𝑝

2

18𝜇g
 (3-12) 

 𝑓𝑅𝑒𝑝 =
𝑅𝑒𝑝
24

𝐶𝐷 (3-13) 

where 𝜇g  is the viscosity of the gas phase, the particle Reynolds number 𝑅𝑒𝑝 =
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𝜌g𝑑𝑝|𝑢g,𝑥 − 𝑢𝑝,𝑥| 𝜇g⁄ , and 50 < 𝑅𝑒𝑝 ≤ 300  in this experiment. The solution of 

particle velocity, i.e., Eq. (3-10), depends on the drag model or the relaxation time. 

Figure 3.15 (c) compares different drag models in the literature. Xu and Li170 drag 

coefficient represents a piecewise simplification to the standard drag coefficient. For 

the convenience of solving, we use the Xu and Li drag coefficient to calculate the 

particle velocity. And the solution of Eq. (3-10) in the form of Xu and Li drag 

coefficient is given as follows.  

 
𝑑𝑢𝑝,𝑥
𝑑𝑡

=

{
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡
 ,               𝑅𝑒𝑝 ≤ 0.3

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

9𝑅𝑒𝑝
0.11

8
 ,   0.3 < 𝑅𝑒𝑝 ≤ 4

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

17𝑅𝑒𝑝
0.31

20
 ,      4 < 𝑅𝑒𝑝 ≤ 40

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

13𝑅𝑒𝑝
0.57

40
 ,     40 < 𝑅𝑒𝑝 ≤ 600

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

29𝑅𝑒𝑝
0.87

600
 , 600 < 𝑅𝑒𝑝 ≤ 5000

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

𝑅𝑒𝑝
1.11

160
, 5000 < 𝑅𝑒𝑝 ≤ 70000

(𝑢g,𝑥 − 𝑢𝑝,𝑥)

𝜏𝑝,𝑆𝑡

71𝑅𝑒𝑝
0.81

400
, 70000 < 𝑅𝑒𝑝 ≤ 105

 (3-14) 

In particular, by correlating the measured particle velocity at each position and the 

time-averaged gas velocity measured by PIV, we also obtain a new drag fitting relation 

by using the finite difference method as follows: 

 𝐶𝐷 =
5.25 × 106

𝑅𝑒𝑝
2.55 , 50 < 𝑅𝑒𝑝 ≤ 300 (3-15) 

Details of the calculation of experimental 𝐶𝐷 are given as follows. We solve the 

experimental drag coefficient at each position on the jet centerline through MATLAB. 

The particles whose trajectories are always near the jet centerline (the release time 



Chapter 3 Dynamics of High-Stokes-number Particle-laden Jets 

82 

of particles is different) are selected, and the constraint conditions of particle trajectory 

are set to 

 −
𝐷

2
< 𝑦 <

𝐷

2
,−
𝐷

2
< 𝑧 <

𝐷

2
 (3-16) 

100 particles and their trajectories are selected to reduce random errors as well as 

computational load. In this step, the drag coefficient based on the experimental data can 

be calculated at the same time. As described in the literature for steady state 

measurement or modeling222, 223, this method, based on the time-averaged axial gas 

velocity and then averaged over 100 cases of the time series of particle velocity, yields 

the average drag coefficient. According to Eq.(3-9), 𝐶𝐷 is defined as 

 𝐶𝐷 =
𝑑𝑢𝑝,𝑥
𝑑𝑡

4𝜌𝑝𝑑𝑝

3𝜌g|𝑢g,𝑥 − 𝑢𝑝,𝑥|(𝑢g,𝑥 − 𝑢𝑝,𝑥)
 (3-17) 

Since 𝑢𝑝,𝑥 along the particle trajectory has been obtained through experiments, 

the particle acceleration along the particle trajectory can be written as 

 
𝑑𝑢𝑝,𝑥
𝑑𝑡

=
∆𝑢𝑝,𝑥
∆𝑡

 (3-18) 

where ∆𝑢𝑝,𝑥 represents the particle velocity difference at a time step，∆𝑡, which is the 

inter-frame time interval (1/5000 s) of the images. Combined with Eq. (3-17), the drag 

coefficient under different particle Reynolds numbers can be obtained. And a drag 

coefficient correlation can be obtained by curve fitting as shown in Figure 3.14 (c). 

The new drag obtained by experimental fitting is obviously larger than the other 

drag relations in the range Rep<500. Compared with the Rudinger185 drag correlation, 

which was obtained by measuring the particle motion in a shock tube with fringe 

photography and the light scattering method at very low particle concentrations 

(𝛼𝑝<0.1%), our drag correlation shows a similar trend, but the value is approximately 
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an order of magnitude higher. The reason for the large difference between the new drag 

model and the other drag models may be attributed to the heterogeneous particle 

distribution and turbulence. It was reported in the literature 87, 224, 225 that when the 

Reynolds number is in the range 10 < Rep < 500, the drag coefficient is always higher 

than the values in the standard curve due to turbulence effects. In this particle-laden jet 

flow case, the situation is more complex, as the particles distribution in the jet stream 

may also affect the turbulence, though the voidage is not explicitly included as a factor 

here as the flow is quite dilute. 

 

Figure 3.14 (a) Axial evolution of time-averaged up,x; (b) ug,x of single- and two-phase jets, and 

up,x, uslip,x of two-phase jet along the jet centerline; (c) comparison of the drag coefficients 

obtained in this work with those in the literatures; (d) comparison of model prediction and 

experimentally averaged data of up,x for 100 particles along the jet centerline. 

It should be pointed out that the experimental uncertainty associated with the 
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obtained drag relation is significant, partly due to the measurements in unsteady 

turbulent flows. As the time-averaged gas field instead of a transient one is used here, 

the drag correlation here should rather be viewed as a time-averaged relation without 

accounting for the dynamic response of a particle to the turbulent eddies222, 223. A more 

elaborate drag relation with consideration of dynamics response could be measured 

with a higher spatial and temporal resolution of the gas flow field, which definitely 

needs more efforts beyond the scope of this work.  

Figure 3.14 (d) shows the axial evolution curves predicted by using these drag 

models, against the experimentally averaged data of 𝑢𝑝,𝑥 for 100 particles along the 

jet centerline. When the Rudinger drag coefficient and standard drag coefficient or its 

piecewise simplification, Xu and Li170 drag model, are applied, we can find an obvious 

discrepancy between the experimental data and the prediction, especially in the early 

stage of the jet, owing to its underestimation of the drag force. The best agreement is 

found when using our new drag model as expected. The particle velocity calculation 

method based on different drag coefficients is detailed as follows: 

We give the scheme via the finite difference method to solve the particle velocity 

through MATLAB. 

(1) The starting point of the particle trajectory is set as the initial position and 𝑢𝑝,𝑥 at 

the starting point of the particle trajectory is set as the initial velocity. 

(2) Different drag models can be applied to calculate the force on the particle at the 

current position. Since the gas velocities at all positions have been obtained from 

PIV measurement, once the particle positions are known, the gas velocities are also 

known. 
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(3) The Leap-frog method226 is applied to calculate the new position and velocity of the 

particle with ∆𝑡  as a time step and the lifetime of particle trajectory as the 

calculation time. 

(4) Update the position and velocity of particles, and then return to step 3. 

(5) Through the above steps, the theoretical values of 𝑢𝑝,𝑥 along the particle trajectory 

can be obtained. Steps 1–4 are performed on the 100 selected particles to obtain 

their theoretical values of 𝑢𝑝,𝑥 along their respective trajectories. 

(6) Calculate the average values of the 𝑢𝑝,𝑥  of these 100 particles at each spatial 

position along the x-axis. The predicted results are compared with the experimental 

measurement as shown in Figure 3.14 (d). 

3.5.3 More Discussions 

In this section, we discuss the limitations of our models. As shown in Eq. (3-5), 

the particle volume fraction is determined based on the assumption of self-similar 

dispersion12, as it relates only to the particle volume and the self-similar dispersion of 

the gas-phase cloud, or, the volume of the Voronoi polyhedron. The self-similar 

dispersion theory applies only to the near-field region of the jet 18, 227, 228, in the sense 

that the central trajectory of a gas-phase cloud is generally of regular linear shape in the 

near-field region 12, 18, 228. For irregular trajectories in e.g., the far-field region, the self-

similar dispersion theory may not be applicable. 

In addition, the particle trajectory is strongly dependent on the Stokes number, St. 

For a large particle with St ≫ 1, as is the case in this work, it follows a ballistic trajectory 

largely unaffected by the turbulent cloud 12, 24. Thus, the dispersion of large particles 
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can be assumed uniform, and the dispersion of gas clouds surrounding the particles 

along the ballistic trajectories is self-similar. In other words, the gas cloud self-similar 

dispersion is suitable for large particles. For smaller particles with St ≈ 1, or even St 

≪ 1, however, they may be strongly affected by the turbulent motion and experience 

violent dispersion, thereon the dispersion of gas cloud is hard to be self-similar along 

the central axis. Considering the wide distribution of particle size in normally 

encountered particle-laden jets, e.g., violent expiratory events such as coughing and 

sneezing, more experimental efforts are needed in the future to understand the 

dependency of the particle-laden jet on particle properties.  

Furthermore, the drag correlation derived in this work is also based on large 

particles following ballistic trajectories. Its deviation from the standard drag law can be 

attributed to the turbulent gas flow field, which is far from that surrounding an isolated 

particle as encountered in the standard drag law. Considering the striking difference of 

the turbulent effects on particles under different Stokes numbers, it is necessary in the 

future to extend our experiments to smaller particles. It is worth noting that, the smaller 

the particle size, the more difficult it is to obtain the particle-level trajectory in 

experiments. As a result, it could be a good start to first obtain the average velocity of 

small particles in a jet flow, then perform simulations to verify the applicability of the 

drag correlations in literature or newly derived. 

3.6 Conclusions 

In the present work, we perform high-Stokes-number particle-laden jet 

experiments based on the high-resolution time-resolved 3D-PTV & PIV experimental 
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system and a new time-resolved 3D particle flow field reconstruction method. And 

further analyzed in terms of the particle distribution and particle velocity distributions. 

The gas velocity fields of the jet with and without the addition of particles are measured 

using PIV. A new drag model is developed based on the experimental data of both the 

gas and particle flows. And the evolution of particle volume fraction along the jet 

centerline is also explained with a simple model. The major conclusions can be 

summarized as follows: 

(1) Particles significantly change the gas turbulence and stretch the gas flow field to 

the downstream direction of the jet. In the central region of the jet, a large number 

of particles weakens the gas turbulence. In the boundary region of the jet, the wake 

effect due to large particles enhances the gas turbulence. 

(2) 𝑢𝑝,𝑥 is larger in the core region of the jet and smaller in the jet edge region. 𝑢𝑝,𝑦 

and 𝑢𝑝,𝑧  are smaller in the core region and larger in the edge region. The 

fluctuating velocity shows a similar distribution. On the YZ plane, the PDF of 𝑢𝑝,𝑧 

is quite close to the Gaussian distribution as the external force in the z direction is 

negligible, whereas those of the other two components show obvious deviation 

from the Gaussian distribution, implying strong non-equilibrium and anisotropic 

states along these directions. The peak 𝑢𝑝,𝑥  increases with x/D, the peak 𝑢𝑝,𝑦 

decreases with the increase of x/D, whereas the peak 𝑢𝑝,𝑧 does not change with 

x/D. 𝑢𝑝,𝑥 along the centerline of the jet increases first with x/D and then gradually 

flattens, so is the trend of the slip velocity.  

(3) A new drag model for the dilute particle-laden jet flow with particle Reynolds 

numbers between 50 and 300 is derived based on the reconstructed particle 
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trajectories and gas flow field. The new drag correlation, 𝐶𝐷 =

5.25 × 106 𝑅𝑒𝑝
2.55⁄ , is found in better agreement with the experimental data than 

the standard single-particle drag model.  

(4) The 3D particle volume fraction along particle trajectory is obtained, a simple 

model relating the particle volume fraction and time/displacement is developed 

based on the self-similar theory of the jet. The predicted particle volume fraction 

and its evolution agree well with the experimental measurement. 

Finally, it is worth noting that the current work is constrained to the particle-laden 

jet flow with large particles of large Stokes number, where the particle-level tracking 

measurement is feasible, and the self-similar dispersion assumption holds. More efforts 

are necessary to understand the dynamics of a particle-laden jet flow with smaller 

particles. In particular, the drag correlation derived in this work needs to be verified for 

small particles in further work. 
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Chapter 4 Dynamics of Low- and Middle-Stokes-number Particle-

laden Jets 

4.1 Overview 

This chapter aims to understand the dynamics of low- and middle- Stokes-number 

particle-laden jets and provide experimental data for drag model verification and 

particle volume fraction model verification. Particle-laden jet experiments for two 

Stokes-number systems are conducted using Particle Image Velocimetry (PIV). 

For low-Stokes-number particle-laden jets, the relaxation time and Stokes number 

of gas-phase tracer particles (DOS oil) are significantly less than 1, enabling them to 

follow the airflow closely. As a result, this chapter examines dynamics of the gas jet by 

analyzing the motion information of the gas-phase tracer particles. For middle-Stokes-

number particle-laden jets, the relaxation time of SiO2 microspheres is comparable to 

the gas time scale. In this scenario, the particles neither completely follow the airflow 

nor remain unresponsive to it; instead, they partially respond to fluctuations in the 

airflow, resulting in more complex dynamics than those observed in gas-phase jets. 

In this chapter, six sets of experiments are performed for particle-laden jets with 

both types of low- and middle- Stokes-number particles, i.e., gas-phase tracer particles 

and SiO2 microspheres. The dynamics of the two types particle-laden jet covers the 

fields of velocity and fluctuating velocity, the decay of jet velocity, the self-similarity 

of velocity and concentration, the characteristics of particle clusters, and the evolution 

of particle concentration among other aspects. The experimental data presented in this 

chapter serve as a basis for extending the validation of the newly derived drag 

correlation to cases of small particles. 
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4.2 Experimental Parameters 

This section presents six sets of low- and middle- Stokes-number particle-laden jet 

experiments involving gas-phase tracer particles (DOS oil) and SiO2 microspheres. 

Figure 2.1 depicts the schematic diagram of the test bench. The main pipeline gas enters 

the ejector through the left inlet, while the gas-phase tracer particles and SiO2 

microspheres are introduced into the ejector via the upper inlet. 

The gas tracer particles are generated by a CTS-1000 tracer particle generator, with 

a driving gas flow rate of 50.27 L/min. SiO2 microspheres are produced using a Solid-

3 particle generator, with a driving gas flow rate of 50.31 L/min and a corresponding 

SiO2 particle flow rate of 0.01042 g/s. Section 2.3 provides the material parameters for 

the gas tracer and SiO2 particles. 

The control parameters for the gas tracer particles and SiO2 particles remain 

constant throughout the experiment. The gas flow rate in the main pipeline is adjusted 

to modify the gas velocity and loading rate. Table 4.1 displays the detailed experimental 

parameters, where the macroscale and mesoscale parameters are consistent for each 

experiment number. 

In order to obtain detailed flow information over a wide range of scales, this 

section presents measurements of two resolutions, with respect to the overall flow field 

and close-up of flow details, respectively. The overall flow field measurement 

(hereinafter referred to as the macroscale experiment) yields an image with 2560 ×

1080 pixels and a corresponding spatial resolution of 0.246 mm. And the close-up flow 

detail measurement (hereinafter referred to as the mesoscale measurement) produces an 

image with 2560 ×1920 pixels and a corresponding spatial resolution of 0.037 mm. 

Table 4.2 provides further details on these measurements. 
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Table 4.1 Experimental parameters 

Experiment number Exp.1 Exp.2 Exp.3 Exp.4 Exp.5 Exp.6 

𝑄g,inlet (L/min) 0 20.29 40.31 60.37 80.19 95.22 

𝑄g,inlet(𝑟𝑚𝑠) (L/min) 0 0.26 0.33 0.50 0.62 0.76 

St 9.61 12.20 16.06 19.98 22.97 24.89 

𝑀𝑝 0.01592 0.00970 0.00660 0.00465 0.00316 0.00235 

It is crucial to note that for the jet, the characteristic size of its dynamics is 

represented by the nozzle exit diameter (12 mm). When the size of the "interrogation 

window" is comparable to the nozzle diameter, significant errors may arise in the 

velocity calculations near the nozzle. 

Table 4.2 Image parameters 

Parameters Macroscale measurement Mesoscale measurement 

Image pixel resolution, pixels 2560 × 1080 2560 × 1920 

Image spatial resolution, mm 0.246 0.037 

Image-space size, mm 630 × 266 95 × 71 

Interrogation 

window size, 

mm2 

24 × 24 pixels 5.904 × 5.904 0.888 × 0.888 

32 × 32 pixels 7.872 × 7.872 1.184 × 1.184 

The schematic diagrams illustrating the macroscale and mesoscale measurements 

of low- and middle- Stokes-number particle-laden jet experiments are presented in 

Figure 4.1 and Figure 4.2, respectively. The image space captured by the macroscale 

measurement is larger and more axisymmetric. The mesoscale measurement is achieved 

by traversing and capturing images along the jet axis, providing flow details specific 

along this axis. Consequently, the resulting image space is smaller in size. In this 

chapter, we discuss the implementation of the mesoscale experiment at seven sequential 

positions along the jet axis. The endpoint of each window serves as the starting point 
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for the subsequent window, with precise positioning facilitated by a guide rail 

controlled by a servo motor. 

 
Figure 4.1 Schematic diagram of low-Stokes-number experimental measurement 

 

Figure 4.2 Schematic diagram of middle-Stokes-number experimental measurement 
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4.3 Low-Stokes-number Particle-laden jets (Gas Flow) Characteristics 

Since the Stokes number of low-Stokes-number particle-laden jets is very small, 

this section studies the dynamics of gas jets by analyzing the motion information of 

gas-phase tracer particles, that is, low-Stokes-number particle-laden jets are gas-phase 

jets. 

4.3.1 Instantaneous Gas Velocity 

A transient snapshot of macroscale and mesoscale gas-phase jet experiments, 

obtained through tracer particle visualization, is depicted in Figure 4.1. Evidently, the 

gas-phase jet constitutes a powerful turbulent mixing process, encompassing numerous 

large and small vortex structures, with its velocity field illustrated in Figure 4.3. As can 

be discerned from the figure, the velocity peak during the jet process does not 

consistently align with the jet centerline, but rather fluctuates. The gas-phase velocity 

field and vector field, as measured by the mesoscale experiments, are displayed in 

Figures 4.4 and 4.5. The fluctuations in both the flow field and the velocity field can be 

more distinctly observed in these figures. 

 

Figure 4.3 Macroscale experiment of Exp.1: Transient gas velocity field of the gas jet. The dotted 

line indicates the location of the velocity maximum 
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Figure 4.4 Mesoscale experiments of Exp.1: Transient gas velocity field of the gas jet 

 

Figure 4.5 Mesoscale experiments of Exp.1: Transient gas velocity vector field of the gas jet 

4.3.2 Mean and Fluctuating Gas Velocity 

The mean velocity fields with average duration of 1s of the gas phase, measured 

by the macroscale experiment, are depicted in Figure 4.6. As the gas moves away from 

both the nozzle exit and the jet centerline, the velocity gradually decays, exhibiting a 

distribution pattern characterized by a larger center and smaller edges. The mean 

velocity fields of the gas, as measured by the mesoscale experiment, are presented in 

Figure 4.7 and Figure4.8. The velocity distribution pattern is consistent with that of the 

macroscale experiment, but the mesoscale experiment offers greater detail, as shown in 

Figure 4.8, the velocity near the nozzle exhibits a hat-shaped distribution. 
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Figure 4.6 Mean gas velocity field of Macroscale experiments: (a) Exp.1, (b) Exp.2, (c) Exp.3, (d) 

Exp.4, (e) Exp.5, (f) Exp.6 

 

Figure 4.7 Mean gas velocity field of Mesoscale experiments of Exp.1: (a-g) means gradually 

away from the nozzle exit. 

 

Figure 4.8 Mesoscale experiments of Exp.1: Gas velocity (a) and vector (b) field near the nozzle 
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The mean gas velocity evolution along the jet centerline is illustrated in Figure 4.9. 

The figure reveals that both the macroscale and mesoscale measurements display the 

same velocity decay trend—a slight increase followed by a decrease—although there is 

a minor difference in values. The slight increase in velocity might be attributed to the 

weak compression and expansion waves at the exit of the nozzle215. The numerical 

discrepancy arises from the large spatial resolution of the images measured by the 

macroscale, resulting in a larger interrogation window size for the PIV correlation 

algorithm. This size is on a par with the jet feature size (12mm), as indicated in Table 

4.2, leading to insufficient accuracy in velocity calculation. In contrast, the mesoscale 

measurements do not have this issue, and their results are more precise. Consequently, 

the subsequent analysis of velocity decay will be based on the mesoscale measurement 

results. 
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Figure 4.9 Mean gas velocity evolution along the jet centerline 

The mean fluctuating velocity fields, as measured by the macroscale experiments, 

are depicted in Figure 4.10. It is evident that the fluctuating velocity field is similar to 

that of the mean velocity field. Specifically, as the distance from both the nozzle exit 

and the jet centerline increases, the fluctuating velocity gradually decays, displaying a 
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distribution trend characterized by a large center and smaller edges. The mean 

fluctuating velocity field, as measured by the mesoscale experiments, is illustrated in 

Figure 4.11. With the exception of the area near the nozzle exit, the fluctuating velocity 

distribution trend is fundamentally consistent with the macroscale measurements. So 

far as we know, there is no fluctuating velocity field measurement in proximity to a 

nozzle over such minuscule scales in the literature. Generally, it is assumed that the 

distribution of fluctuating velocity aligns with that of mean velocity. In conjunction 

with the experiment presented in this chapter, this assumption holds true for areas 

beyond the vicinity of the nozzle. However, the distribution of fluctuating velocity and 

mean velocity in the area adjacent to the nozzle exhibits significant difference, as 

demonstrated in Figure 4.12. In relation to Figure 1.1, it can be deduced that the velocity 

fluctuation in the "Potential Core" region is minimal, whereas the fluctuation in the 

"Mixing Region" and "Transition" areas is pronounced. 

 

Figure 4.10 Mean gas fluctuating velocity field of Macroscale experiments: (a) Exp.1, (b) Exp.2, 

(c) Exp.3, (d) Exp.4, (e) Exp.5, (f) Exp.6 

The evolution of fluctuating velocity along the jet centerline is depicted in Figure 

4.13. For ease of comparison, the fluctuating velocity is normalized using the initial gas 
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velocity in Figure 4.13 (b). As observed in the figure, the axial fluctuating velocity first 

increases and then decreases as the gas leaves away from the nozzle. This pattern is 

consistent with experimental results obtained by Prevost et al.36 who employed alcohol 

particles (droplets) as gas-phase tracer particles under the condition of a nozzle diameter 

of 10mm and an initial gas velocity of 20 m/s. The underlying cause for this trend is the 

relative stability of the flow within the "potential core" region, which exhibits minimal 

velocity fluctuations. In contrast, the edge and "transition" regions experience 

significant velocity fluctuations due to entrained mixing and high-speed to low-speed 

transitions. 

 

Figure 4.11 Mean gas fluctuating velocity field of Mesoscale experiments of Exp.1: (a-g) means 

gradually away from the nozzle exit 

 

Figure 4.12 Mean gas velocity field (a) and fluctuating velocity field (b) near the nozzle of Exp.1 



Chapter 4 Dynamics of Low- and Middle-Stokes-number Particle-laden Jets 

99 

0 10 20 30 40 50

0.5

1.0

1.5

2.0

2.5

3.0

3.5

u
' g

,x
 (

m
/s

)

x/D

   Exp.1

   Exp.2 

   Exp.3 

   Exp.4

   Exp.5 

   Exp.6

 
0 10 20 30 40 50

0.03

0.06

0.09

0.12

0.15

u
' g

,x
 /

 u
g

,0
 

x/D

   Exp.1

   Exp.2 

   Exp.3 

   Exp.4

   Exp.5 

   Exp.6

  Provest et al.

 

(a) 𝒖𝒈,𝒙
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Figure 4.13 Gas fluctuating velocity evolution along the jet centerline 

4.3.3 Gas Velocity Decay 

The investigation of jet flows predominantly emphasizes the decay rate of velocity 

along the centerline as well as other higher-order statistical analyses on the axis229. The 

jet flow can be classified into four regions along the axis: potential core, transition 

region, profile similarity region, and termination region where the centerline velocity 

drops rapidly. The first three regions are shown in Figure 1.1.  

It is generally believed that the velocity changes in the potential core region are 

negligible20, 21, 228. But there are also some studies that have shown the potential core 

region may experience a slight increase in velocity due to weak expansion215 and the 

existence of exit velocity distribution31, especially in the case of multiphase jets. The 

transition region marks the zone where the centerline velocity begins to decline. The 

profile similarity region, which is the most extensive part of the jet flow, exhibits similar 

lateral velocity distributions at different distances from the nozzle. Research into 

velocity decay is focused primarily on this region. Batchelor227 indicated that Taylor's 

theory230 of fluid particles can be extended to non-homogeneous, self-preserving flows, 

such as circular jets or wakes. Moreover, the decay coefficient of axisymmetric jet is 
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sensitive to the exit conditions such as the initial velocity and nozzle size228.  

The centerline velocity decay in the profile similarity region of axisymmetric jets 

is typically modeled by228, 231 

 
𝑢𝑥
𝑢0
=

𝐾𝑑𝐷

𝑥 − 𝑥𝑝
 (4-1) 

where 𝑢𝑥 is the centerline mean velocity in the x-direction, 𝑢0 the jet exit velocity, 

𝐾𝑑 the decay coefficient, D the diameter of the nozzle exit, 𝑥𝑝 the distance from the 

nozzle exit to the virtual origin of the jet. 

Warren et al.232 derived the correlation between the centerline axial velocity and 

the profile transverse velocity, expressed as 232, 233 

 
𝑢𝑡
𝑢𝑥
= 𝑒−ln2𝜂

2
 (4-2) 

 𝜂 =
𝑦

𝑦1/2
 (4-3) 

where 𝑢𝑡 is the profile transverse velocity, y the coordinate in the y- direction, 𝑦1/2 

is the coordinate in the y- direction where 𝑢𝑡 𝑢𝑥⁄ = 0.5 can be defined as 

 𝑦1/2 = (𝑥 − 𝑥𝑝)tan𝛽 (4-4) 

where β is the jet half-width angle, its relation to 𝐾𝑑 is 

 tan𝛽 =
(0.5 ln 2)1/2

𝐾𝑑
 (4-5) 

so Eq. (4-2) can also be written as228, 234 

 
𝑢𝑡
𝑢𝑥
= 𝑒−𝐾𝑑

2 𝑛2 (4-6) 

 𝑛 =
𝑦

𝑥 − 𝑥𝑝
 (4-7) 

Based on Eq. (4-1) and Eq. (4-6), 𝐾𝑑 and xp were obtained by least squares fitting 

in this paper. The author summarizes 𝐾𝑑 and xp under different jet outlet conditions in 

the literature, as shown in Table 4.3. 
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Table 4.3 The values of Kd and xp in the literature 

Parameters 
𝑢g,0 𝐷 𝑅𝑒 

tan𝛽 𝐾𝑑 𝑥𝑝 𝐷⁄  
(m/s) (mm) (× 104) 

Wygnanski et al.235 51 25.4 10 0.086 5.7 3 

Hussein et al.231 

56.2 25.4 9.55 0.094 5.8 4 

56.2 25.4 9.55 0.102 2.9 2.7 

Malmstrom et al.228 

3~40 0.04 0.5~4.5 0.09~0.15 4-6.5 -2~4 

1~15 0.15 1.5~4.5 0.09~0.15 4-6 -1~5.5 
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Figure 4.14 Variation of Kd with ug,0 Figure 4.15 Variation of Kd with Re 
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Figure 4.16 Variation of xp with ug,0 Figure 4.17 Variation of β with ug,0 

The preliminary numerical ranges of 𝐾𝑑 and 𝑥𝑝 can be obtained from Table 4.3, 
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assisting in evaluating the rationality of the fitted values. The relationship between 𝐾𝑑 

and nozzle exit velocity 𝑢g,0 and Re are depicted in Figures 4.14 and 4.15 respectively, 

and the relationship between 𝑥𝑝 and β and exit velocity 𝑢g,0 are shown in Figure 4.16 

and Figure 4.17 respectively. By examining Figures 4.15~4.17 and Table 4.3, the 

variation trends and values of each parameter display a strong agreement with the 

existing literature. 

Upon acquiring suitable values of 𝐾𝑑  and xp, the prediction of jet centerline 

velocity can be achieved using the aforementioned model. A comparison of model 

predictions and experimental data for velocity decay along the jet centerline is presented 

in Figure 4.18. The figure demonstrates that the model accurately predicts jet velocity 

decay with minimal error when compared to experimental data.  
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Figure 4.18 Comparison of model prediction and experimental values of gas velocity decay along 

the jet centerline 

4.3.4 Eulerian Self-similarity Properties 

Profile transverse velocities for various axial positions and experiments are 

presented in Figures 4.19 and 4.20, respectively. The figures indicate a strong 
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agreement between the model prediction and experimental values. In conjunction with 

Figures 4.18 and 4.19, it can be deduced that when x/D exceeds 10, the profile 

transverse velocity in the downstream of the jet demonstrates enhanced self-similarity, 

corroborating the findings (x/D > 5~17) reported in the literature18, 20, 215. 
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Figure 4.19 Profile transverse gas velocity at 

different axial positions of Exp.1 

Figure 4.20 Profile transverse gas velocity of 

different experiments 

4.4 Middle-Stokes-number Particle-laden jets (Particle Flow) Characteristics 

In this section, SiO2 microspheres neither completely follow the gas flow nor 

remain unresponsive to it. We study the dynamics of SiO2 microspheres in middle-

Stokes-number particle-laden jets. 

4.4.1 Instantaneous Particle Velocity 

A transient snapshot of macroscale and mesoscale middle-Stokes-number particle-

laden jet experiments is depicted in Figure 4.2. The transient particle velocity field of 

the macroscale experiment is shown in Figure 4.21. Similar to the gas phase velocity 

field, the particle velocity peak in the jet process is not always on the jet centerline but 

fluctuates around it. The particle velocity fields and vector fields obtained from the 

mesoscale experiments are shown in Figure 4.22 and 4.23. Smaller-scale experiments 

offer more precise and detailed velocity fields. Moreover, they can attain more accurate 
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velocity fields. 

 

Figure 4.21 Macroscale experiment of Exp.1: Transient particle velocity field of particle-laden jet. 

The dotted line indicates the location of the velocity maximum  

 

Figure 4.22 Mesoscale experiments of Exp.1: Transient particle velocity field of particle-laden jet 

 

Figure 4.23 Mesoscale experiments of Exp.1: Transient particle velocity vector field of particle-

laden jet 
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4.4.2 Mean and Fluctuating Particle Velocity 

The mean velocity fields with average duration of 1s of particles, as obtained from 

the macroscale experiments, are depicted in Figure 4.24. As it moves away from the 

nozzle exit and the centerline of the jet, the velocity gradually decays, exhibiting a 

distribution trend characterized by a large center and small edges, analogous to the 

velocity field of the gas phase. 

 

Figure 4.24 Mean particle velocity field of Macroscale experiments: (a) Exp.1, (b) Exp.2, (c) 

Exp.3, (d) Exp.4, (e) Exp.5, (f) Exp.6 

 

Figure 4.25 Mean particle velocity field of Mesoscale experiments of Exp.1: (a-g) means gradually 

away from the nozzle exit 
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Figure 4.26 Mesoscale experiments of Exp.1: Particle velocity field (a) and vector field (b) near 

the nozzle 

The mean velocity fields of particles obtained by the mesoscale experiments are 

shown in Figures 4.25 and 4.26. The velocity distribution trend aligns with that of the 

macroscale measurements, but the mesoscale measurements demonstrate higher 

accuracy. Figure 4.26 (b) distinctly reveals a trapezoidal distribution of particle velocity 

at the nozzle exit. 

The evolution of particle velocity along the centerline of the jet is depicted in 

Figure 4.27. As observed in the figure, the macroscale and mesoscale experiments 

exhibit a consistent velocity decay trend, initially increasing slightly before decreasing. 

Prevost36, Kennedy236, Krothapalli215, and Calvo44 et al. also observed this phenomenon, 

where the increase in velocity is attributed to the gas velocity at the nozzle outlet being 

higher than the particle velocity, thus causing particle acceleration. The discrepancies 

in values between the two scales are due to the limited accuracy of macroscale 

measurements. Consequently, the analysis of particle velocity decay in the subsequent 

sections will rely on the mesoscale experiment results. 

Figure 4.28 presents the normalized particle velocity decay trend in comparison to 

the findings from the literature results. Among them, the particles used in the Prevost 

et al.36 experiment are glass beads of about 45 μm, with a nozzle diameter of 10mm, 
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and an initial gas velocity of 20 m/s. Meanwhile, the particles used in Kennedy et al.236 

utilized droplets of around 60 μm, with a nozzle diameter of 7 mm, and an initial gas 

velocity of 64.5 m/s. As illustrated in the figure, the particle velocity profile aligns with 

that in the literature. The particle velocity decay is more rapid in this study, due to larger 

and more inertial particles used by Prevost36 and Kennedy236 et al. 
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Figure 4.27 Particle velocity evolution along the jet centerline 
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Figure 4.28 Normalized particle velocity along the jet centerline compared to literature 

Figure 4.29 illustrates the evolution of gas and particle phase velocities along the 

jet centerline of both the gas jet and particle-laden jet under the identical experimental 

conditions. The velocity decay trends of the gas and solid phases appear similar, 
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although the gas phase decays faster. Furthermore, the gas phase velocity near the 

nozzle exceeds the particle velocity, while the particle velocity surpasses the gas phase 

velocity further from the nozzle. This observation aligns with the findings of Prevost36 

and Fan237 et al. as particles have greater inertia than gases, resulting in a slower velocity 

decay. 

0 10 20 30 40 50

0

5

10

15

20

25

30

u
x 

(m
/s

)

x/D

  Gas    SiO2

     Exp.1 

     Exp.2 

     Exp.3 

     Exp.4

     Exp.5 

     Exp.6 

 

Figure 4.29 Comparison of gas and particle velocities along the jet centerline 

 

Figure 4.30 Mean particle fluctuating velocity field of Macroscale experiments: (a) Exp.1, (b) 

Exp.2, (c) Exp.3, (d) Exp.4, (e) Exp.5, (f) Exp.6 
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Figures 4.30 and 4.31 display the average fluctuating velocity fields derived from 

macroscale and mesoscale experiments, respectively. The distribution of fluctuating 

velocity fields for particles closely resembles that of the gas phase. The author has not 

encountered particle fluctuating velocity field measurements near nozzles at such a 

small scale in existing literature. It is presumed that the distribution of fluctuating 

velocities near the nozzle would mirror that of gas-phase jets, as depicted in Figure 

4.31(a), which is not elaborated upon here. 

 

Figure 4.31 Mean particle fluctuating velocity field of Mesoscale experiments of Exp.1: (a-g) 

means gradually away from the nozzle exit 

Figure 4.32 compares the fluctuating velocities of the gas phase and particles along 

the jet centerline. The gas phase fluctuating velocity initially increases before 

decreasing, while the particle fluctuating velocity exhibits a pattern of decreasing first, 

then increasing, and finally decreasing. This phenomenon was also mentioned in the 

study of Prevost et al.36, shown in Figure 4.33, attributing it to the presence of flow-

particle interactions in the ejector and particle bouncing along the ejector wall. 

Consequently, particles originating from regions of low velocity (near the ejector wall) 

and those from regions of higher velocity (along the axis of the stream) mix within the 
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stream at the ejector exit, causing a reduction in mean particle velocity and an increase 

in fluctuating velocity near the ejector exit36, 218. In the downstream of the jet, analogous 

to the velocity decay result, the fluctuating velocity of the particles exceeds that of the 

gas phase due to the velocity decay and large inertia of the particles. 
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Figure 4.32 Comparison of fluctuating velocities of the gas and particles along the jet centerline 
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Figure 4.33 Normalized particle velocity along the jet centerline compared to literature 
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4.4.3 Particle Velocity Decay 

The addition of particles renders the jet flow more complicated, by factors such as 

the particle diameter, particle density, turbulence, and various gas-solid interaction 

forces. Currently, there is no predictive model for particle velocity decay for particle-

laden jets. For middle-Stokes-number particles, though the particles do not fully 

respond to the airflow, they partially follow the airflow. So, this section attempts to 

employ the classic velocity decay model in the gas phase jet to predict the particle 

velocity, and assess its applicability to middle-Stokes-number particle-laden jets. 

𝐾𝑑, 𝑥𝑝 and β and their variation trends obtained based on the model are shown in 

Figures 3.34 ~ 3.37, together with the results reported in the literature228. From Figure 

4.34 and Figure 4.35, it is evident that for both the gas and particles (SiO2 microspheres), 

𝐾𝑑 increases with the rising velocity and Re, and 𝐾𝑑 of particles is slightly smaller 

than that of the gas. This indicates that the velocity of the gas decays faster than that of 

the particles, as in Figure 4.29. Figure 4.36 shows that 𝑥𝑝 of the gas and particles both 

increase with the velocity, but 𝑥𝑝 of particles is larger than that of the gas, and their 

difference is large. This reveals that the "potential core" region of the gas is smaller 

than that of particles, and its virtual origin is situated closer to the nozzle, potentially 

due to the large inertia of particles. This observation can be qualitatively discerned by 

combining Figure 4.12 and Figure 4.26. From Figure 4.37, it can be seen that β 

decreases with velocity, and β of particles is slightly larger than that of the gas phase, 

which indicates that the degree of radial dispersion of particles is larger than that of the 

gas. 
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Figure 4.34 Variation of Kd with u0 Figure 4.35 Variation of Kd with Re 
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Figure 4.36 Variation of xp with u0 Figure 4.37 Variation of β with u0 

Figure 4.38 compares model prediction and experimental data of particle velocity 

decay along the jet centerline. Generally, the model can predict the decay trend of 

particle velocity. From a numerical point of view, the model prediction results in the 

early stage of jet flow smaller than the experimental, and the measurement error is 

relatively large, with a maximum of 16%. The prediction results in the later stage of the 

jet flow are slightly larger than the experimental data. This indicates that the velocity 

decay prediction model of the gas phase is applicable to middle-Stokes-number 

particle-laden jets with small particles to a certain extent, especially in the later stage of 

the jet flow. 
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Figure 4.38 Comparison of model prediction and experimental data of particle velocity decay 

along the jet centerline 

4.4.4 Eulerian Self-similarity Properties 

The profile transverse particle velocities for different axial positions of different 

experiments are shown in Figures 4.39 and 4.40, respectively. 
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Figure 4.39 Profile transverse particle velocity 

at different axial positions of Exp.1 

Figure 4.40 Profile transverse particle 

velocity of different experiments 

From the figures, we can find that the model predictions agree well with the 

experimental data, regardless of the different jet downstream positions or different 

experiments, indicating that self-similarity also exists in the particles of the jet. 
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Combining Figure 4.19 and Figure 4.20, the degree of agreement is not as high as that 

of the gas phase due to the self-similarity of particle velocity decreases faster due to the 

strong inertial effect of heavy particles236, 238. 

4.5 Mesoscale Structure and Particle Concentration of Middle-Stokes-number 

Particle-laden jets 

The instantaneous concentration of particles is often related to the structure of 

clusters. Gaining a comprehensive understanding of the dynamics of particle clusters in 

particle-laden jets can help elucidate the non-uniform dispersion process of particles, 

which is also very important for industrial applications. The flow inhomogeneity and 

air entrainment of circular jets make the dispersion of particles in the gas flow more 

complicated than in uniform isotropic turbulent flow which has been relatively well 

studied63. The research presented in this section aims to understand the dynamics of 

particle clusters in a circular particle-laden jet. 

4.5.1 Clusters and Preferential Concentration 

4.5.1.1 Clusters Identification Method 

To determine the local concentration of each particle irrespective of spatial scale 

choice, this section adopts the Voronoi analysis method to define the particle 

concentration (or, particle volume fraction). The Voronoi method has been introduced 

in Section 1.2.2 and will not be repeated here. Determining the position of particles is 

a prerequisite for using the Voronoi method. To achieve this, we first use MATLAB 

software to process the captured images. The image processing process is shown in 

Figure 4.41, during which particle positions are obtained through particle detection. 

Figure 4.41 (c) displays the detection results of the particles. 
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(a)

(b)

(c)

 

Figure 4.41 Particles detection steps: (a) raw image, (b) image segmentation, (c) particle detection 

results. 

Once the location information is acquired, a Voronoi map can be generated, as 

illustrated in Figure 4.42 (a). The local concentration of each particle can be determined 
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from the Voronoi tessellation diagram, with particle concentration equating to the ratio 

of particle size to Voronoi cell size. Subsequently, particle clusters can be identified. 

This section employs the method of comparing the normalized Voronoi area probability 

density distribution (PDF) with the random Poisson process distribution (RPP) to 

discern particle clusters57, 61, 63. The PDF of the normalized Voronoi area (normalized 

by the mean area of the Voronoi cell) of the experiment is compared to the PDF of a 

random Poisson process, identifying the intersection points of the two PDFs. Generally, 

the curves intersect twice, and Voronoi cells with areas smaller than the first 

intersection point are regarded as clusters, while Voronoi cells with an area greater than 

the second intersection point are regarded as voids61, as shown in Figure 4.42 (b).  

RPP is a type of Gamma distribution, defined as239 

 𝑓2𝐷−𝑅𝑃𝑃 =
343

15
√
7

2𝜋
(
𝐴

�̅�
)
2.5

𝑒 
−3.5(

𝐴
�̅�
)
 (4-8) 

where A represents the area of the Voronoi cell and �̅� is the mean area of the Voronoi 

cell. 

The cluster identification results are displayed in Figure 4.42 (c), with red markers 

signifying cluster particles. The distribution of clusters is notably uneven, with a higher 

concentration of particle clusters near the nozzle and in the later stage of the jet. This 

may be attributed to the fact that the particles near the nozzle are not dispersed yet, and 

the particle velocity diminishes very low in the later stage of the jet, then the particles 

accumulate together again. Moreover, the particle concentration on the lower side is 

substantially greater than that on the upper side, possibly due to the influence of gravity. 
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Figure 4.42 Schematic diagram of the identification process of clusters. 

(a) Voronoi diagram of particles, (b) identification of clusters, (c) identification results of clusters 

4.5.1.2 Extent of Clustering 

Moreover, it is crucial to determine the extent of particle clustering. The clustering 

extent can be quantified by calculating and comparing the standard deviations of the 
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measured Voronoi and RPP distributions63. When particles preferentially accumulate 

in certain regions of the flow, their distribution is non-random and the standard 

deviation of the corresponding Voronoi region is larger than that of the RPP distribution. 

Consequently, we introduce the parameter σrel to quantitatively characterize the degree 

of particle clustering63. 

 𝜎rel =
𝜎𝑣 − 𝜎𝑅𝑃𝑃
𝜎𝑅𝑃𝑃

 (4-9) 

where σRPP denotes the standard deviation of the RPP distribution, σRPP=0.53, and σv the 

standard deviation of the normalized Voronoi area. σrel greater than zero means that the 

particles are non-randomly distributed, and a higher value means stronger particle 

aggregation63.  
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Figure 4.43 Variation curve of σrel with St 

It is widely accepted that preferential concentration is primarily related to the 

Stokes number (St)55-57, 61. Accordingly, we analyze σrel alongside the St, as shown in 

Figure 4.43. The figure reveals that σrel diminishes as St increases, which is consistent 

with the view described in the literature that as the St tends to be unify, the preferential 

concentration effect of particles is more significant55, 57. 
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4.5.1.3 Cluster Characterization Method and Scale 

The particle clustering in jets has been found to be a multiscale process spanning 

a wide range, from tens of Kolmogorov scales to the jet half-width63. The shapes of 

particle clusters are rich and varied, ranging from dimers, trimers to multimers. This 

section uses a new cluster characterization method63 to study the scale of particle 

clusters, as shown in Figure 4.44. We use different ellipses to approximate the shape of 

particle clusters. In the figure, Ac is the area of the equivalent ellipse of the particle 

cluster obtained from the Voronoi area calculation. Lmaj and Lmin are the major and 

minor axis of the ellipse, respectively. We can analyze the scale of particle clusters 

through these several characteristic scale parameters. 

 

Figure 4.44 Geometric characterization of particle clusters.  

Ac is the area of the equivalent ellipse of the particle cluster obtained from the Voronoi area 

calculation. Lmaj and Lmin are the major and minor axis of the ellipse, respectively. 

Figure 4.45 presents the probability density function (PDF) of the particle cluster 

area, normalized by the nozzle area. The cluster area is 0.002~5 times the nozzle area, 

and the scale of the largest number of clusters is about 0.01 times the nozzle area. The 

distribution trend of PDF is consistent with the research results of Monchaux61 and 

Manish63 et al. Figure 4.46 is the dynamic change of cluster ratio (defined as the ratio 
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of particles in the cluster to all particles) over time during the jet flow. Notably, the 

cluster ratio exhibits minimal variation over time, indicating a dynamic and stable 

clustering process of particles throughout the injection process. 

  

Figure 4.45 PDF of cluster area Figure 4.46 Time evolution of cluster ratio 

Figure 4.47 depicts the distribution of particles within clusters in the shooting area 

across varying statistical time spans. The number of clusters of different-sized is 

normalized by the total cluster count, with nc representing the number of particles in the 

cluster. The number distribution of clustered particles remains consistent throughout 

the statistical process, and the power-law relationship is largely unaffected by the 

statistical time scale. Consequently, the particle clustering process within the injection 

system can be considered dynamically stable. Furthermore, the distribution of small-

sized clusters adheres to the power-law distribution of percolation theory240. However, 

when the number of particles in the cluster exceeds 50, the distribution of clusters is 

significantly higher than the power-law distribution. Some researchers 241, 242 have 

posited that the formation process of clusters in a uniform cooling system closely 

resembles the infiltration process, and thus, infiltration theory can effectively describe 

the nature of clusters in particle systems. This is corroborated by the findings in this 

section. 
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Figure 4.47 Cluster size distributions for different time periods 

The relationships among the characteristic size parameters of clusters are depicted  

in Figure 4.48, where Aexit represents the area of the nozzle, 𝐿𝑑 the equivalent circle 

diameter of the cluster, defined by 

 𝐿𝑑 = √4𝐴𝑐 𝜋⁄  (4-10) 

The PDFs of cluster characteristic size are shown in Figure 4.48 (a). The 

dimensions of the characteristic parameters are normalized using the nozzle diameter 

D. The distribution of PDFs of the three characteristic parameters is observed to be 

identical. The scale of the major axis is about 0.16 to 20 times the diameter of the nozzle, 

and the scale of the major axis of the largest number of clusters is about 0.5 times the 

diameter of the nozzle. The size of the minor axis is about 0.12 to 10 times the diameter 

of the nozzle, and the size of the minor axis of the most numerous clusters is about 0.25 

times the diameter of the nozzle. The PDF distribution and scale of equivalent diameters 

lie between these ranges. 

The ratio of Lmaj to Lmin of the clusters is presented in Figure 4.48 (b). It can be 

seen that the ratio of the major axis to the minor axis can reach up to 12, indicating that 

the major axis is the main characteristic dimension of the clusters. The ratio of the Lmaj 

and Lmin to Ld of the clusters are shown in Figure 4.48 (c) and Figure 4.48 (d), 

respectively. It is evident that the major axis to equivalent diameter ratio varies from 1 
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to 4.5, while the minor axis is close to the equivalent diameter, and the ratio is mainly 

in the range of 0.5 to 1.5. This further substantiates that the major axis is the primary 

characteristic dimension of the clusters. 

  

(a) PDFs of cluster characteristic size (b) The ratio of Lmaj to Lmin of clusters 

  

(c) The ratio of Lmaj to Ld of clusters (d) The ratio of Lmin to Ld of clusters 

Figure 4.48 The relationship among the characteristic size parameters of clusters 

  

(a) The relationship between Pc and Ac (b) The relationship between Pc and Ld 

Figure 4.49 Influencing factors of cluster perimeter 
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The influencing factors of cluster perimeter are shown in Figure 4.49. The 

perimeter is defined as the sum of the lengths of the sides surrounding the cluster. It can 

be seen from the figure that the scale of the cluster perimeter is about 0.5 to 105 times 

the diameter of the nozzle. The cluster perimeter is proportional to the area and 

equivalent diameter of the cluster. 

The shapes of different clusters are shown in Figure 4.50. The influencing factors 

of the circularity of clusters are shown in Figure 4.51, circularity is defined as 

 Circularity =
4𝜋𝐴𝑐
𝑃𝑐
2

 (4-11) 

where 𝑃𝑐 is the perimeter of the cluster. Circularity is inversely proportional to the 

cluster area, major axis, minor axis, and equivalent diameter. That is to say, clusters 

with smaller areas are closer to the standard circle, and clusters with larger areas are 

more irregular in shape. Likewise, the smaller the major axis, minor axis and equivalent 

diameter, the closer the cluster is to a standard circle, and vice versa, the more irregular 

the shape of the cluster.  

 

Figure 4.50 Shapes of different clusters 
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(a) Circularity and Ac / Aexit (b) Circularity and Lmaj / D 

  

(c) Circularity and Lmin/ D (d) Circularity and Ld/ D 

Figure 4.51 Influencing factors of circularity of clusters 

4.5.2 Particle Volume Fraction 

4.5.2.1 Particle Volume Fraction Evolution 

The mean particle volume fraction contour within 1 s is shown in Figure 4.52. Few 

reports on the full-field volume fraction measurement of a particle-laden jet in such an 

extensive range. Typically, the research on the particle volume fraction field of particle-

laden jets focuses on the local small-scale measurement, and the measurement range 

limited to tens of millimeters61, 63. The measurement range of this section is an order of 

magnitude larger than that of the predecessors, particularly the measurement limit along 

the downstream of the jet is greater than 50 D. This is highly significant for examining 

the volume fraction evolution of particle-laden jets directly from the large-scale level 
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of the entire field. As evident from the figure, in the radial direction, the particle volume 

fraction exhibits a distribution trend of high center and low edge; whereas in the axial 

direction, the particle volume fraction near the nozzle is the highest, and first decreases 

and then increases as it gradually moves away from the nozzle. The results in the 

literature53 show that in the middle-Stokes-number particle-laden jet, the particle 

volume fraction is directly attenuated because the experimental measurement range is 

the near-field region of the jet. This volume fraction evolution rule in this study has not 

been reported in the literature. A possible explanation for this pattern is that the particles 

at the nozzle are not dispersed, so the particle volume fraction is high. As the particles 

move away from the nozzle, the particles begin to spread and the particle volume 

fraction decreases. Eventually, the particle velocity diminishes, high-velocity particles 

catch up with low-velocity particles, and particles begin to accumulate, leading to a 

higher particle volume fraction. 

 

Figure 4.52 Mean particle volume fraction contour within 1 s 

Figure 4.53 illustrates the axial and radial evolution curves of particle volume 

fraction. As depicted in Figure 4.53 (a), as we can see that the particle volume fraction 

along the center of the jet decreases first, and the particle volume fraction on both sides 

directly increases. This alteration in particle volume fraction at the centerline is 
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attributed to the dispersion of near-field high-velocity particles and the accumulation of 

far-field low-velocity particles, as previously analyzed. The evolution of near-field 

(x/D<20) particle volume fraction is consistent with the literature results53. The reason 

for the increase in particle volume fraction on both sides is that the near-field particles 

have not spread and there are no particles on both sides. As the particles gradually 

disperse, particles begin to appear on both sides, resulting in a rise in particle volume 

fraction. From Figure 4.53 (b), as we can see that the near field (x/D<20) results in a 

high center particle volume fraction due to the lack of dispersion of the particles. As 

the distance from the nozzle increases, the particles disperse fully, and the particle 

volume fraction on both sides progressively converges with the particle volume fraction 

at the center. 
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(a) Axial evolution (b) Radial evolution 

Figure 4.53 Evolution curves of particle volume fraction of Exp.1 

The evolution curves of particle volume fraction in different experiments are 

shown in Figure 4.54. As we can see from the figure that the normalized distribution of 

particle volume fraction in different experiments is similar, especially the particle 

volume fraction in the near field, shown in Figure 4.54 (a) and (b). This indicates the 

self-similarity of particle volume fraction and clustering during particle dispersion63. 
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(b) 

Figure 4.54 Evolution curves of particle 

volume fraction in different experiments 

(a) Axial evolution along the jet centerline 

(b) Radial evolution at x/D=10 

(c) Radial evolution at x/D=50 
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(c) 

4.5.2.2 Validation of Particle Volume Fraction Model  

In Section 3.5.1, we obtain the 3D particle volume fraction model in high-Stokes-

number particle-laden jet, 

 𝛼𝑝,3𝐷 =
𝑉𝑝

𝜂𝐶𝜃
3𝑥3

 (4-12) 

In this chapter we obtained the 2D particle volume fraction. To facilitate the 

verification, we calculate the theoretical value of the 2D particle volume fraction by 

3D-to-2D conversion. The method usually used is body-centered cubic structure 

conversion, as follows32: 

 𝛼𝑝,2𝐷 = √
9𝜋𝛼𝑝,3𝐷

2

8√3

3

 (4-13) 

Combining Eqs. (4-12) and (4-13), the theoretical value of the 2D particle volume 
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fraction is obtained as follows, 

 𝛼𝑝,2𝐷 = √
9𝜋𝑉𝑝

2

8√3(𝜂𝐶𝜃
3𝑥3)2

3

 (4-14) 

where 𝛼𝑝,2𝐷 is the 2D particle volume fraction. For consistency with Section 4.5.2.1, 

𝛼𝑝  is used instead of 𝛼𝑝,2𝐷 . The validation results of the particle volume fraction 

model are shown in Figure 4.55. In Section 3.5.1, we find that for large particles, a 

constant 𝜂𝐶𝜃
3 = 2.7 × 10−5 fits very well with the experiment as shown in Figure 3.13 

(c). However, for the small particles studied in this chapter, the value of 𝜂𝐶𝜃
3 is not a 

constant, but decreases with the increase of x/D. And the axial evolution trend and value 

of 𝜂𝐶𝜃
3 does not change significantly under different gas velocity experiments, which 

means that they may have similar dynamics. We have known that when the particle 

relaxation time 𝜏𝑝  and gas time scale 𝜏𝑔  are of the same magnitude, the particles 

partially respond to fluctuations in the airflow. As a result, the particles cannot follow 

the airflow completely, and the path of the particles will be changed by the airflow 

fluctuations24. In contrast, large particles are largely unaffected by the airflow12. This 

means that for large particles, the dispersion coefficient 𝐶𝜃 and shape coefficient 𝜂 

remain largely unchanged; and for small particles, the dispersion coefficient 𝐶𝜃 and 

shape coefficient 𝜂 will be easily changed by the airflow.  
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(a) Comparison of experimental and model values (b) Axial evolution of ηCθ 

Figure 4.55 Particle volume fraction model validation 
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4.6 Conclusions 

In this chapter, we conduct six sets of experiments on two types of low- and 

middle- Stokes-number particle-laden jets (gas-phase tracer particles and SiO2 

microspheres), each encompassing both macro- and meso-scale measurements. Based 

on these, we obtain the velocity and fluctuating velocity of the gas phase (DOS tracer 

particles) and solid small particles (SiO2 microspheres) for the entire field. 

Subsequently, we discuss a classical jet velocity decay model and verify its applicability 

to low- and middle- Stokes-number particle-laden jets with gas phase and SiO2 

microspheres. Additionally, we analyze the velocity self-similarity of the gas-solid 

phases separately. For the middle-Stokes-number particle-laden jets of SiO2 

microspheres, we examine their mesoscale structure and particle concentration using 

large-field measurements and the Voronoi method. Employing a novel cluster 

characterization approach, we analyze the characteristic scale of cluster sets and the 

evolution of concentrations over a wide range. The experimental data can provide 

support for future simulations. The major conclusions can be summarized as follows: 

(1) The decay trend of the velocity and fluctuating velocity of the gas phase and small 

particles initially increases and subsequently decreases, with a minor increase in 

the velocity trend. The velocity peak of the transient velocity field does not 

consistently appear on the jet centerline but rather fluctuates. 

(2) The fluctuating velocity distribution of the gas phase and small particles near the 

nozzle differs significantly from the velocity distribution, likely due to the flow in 

the "potential core" region being more stable and exhibiting smaller velocity 

fluctuations. In contrast, the edge and "transition" regions exhibit larger velocity 

fluctuations resulting from entrainment mixing and high-low velocity transitions. 

(3) The classical model can effectively predict the decay of gas-phase velocity, while 
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the decay of particle velocity can be predicted by the classical model with a 

maximum error of 16%. 

(4) Both gas-phase velocity and particle velocity exhibit self-similarity, although the 

velocity self-similarity of heavy particles decreases more rapidly due to their 

pronounced inertial effects. 

(5) The particle clustering process during the jet process is dynamically stable, and the 

preferential concentration effect of particles becomes more significant as the 

Stokes number approaches unity. 

(6) The major axis serves as the primary feature size of the cluster, with larger clusters 

exhibiting more irregular shapes. The distribution of small-size clusters adheres to 

the power-law distribution of penetration theory; however, when the number of 

particles in the cluster concentration exceeds 50, the distribution of cluster sets 

significantly surpasses that of the power-law distribution. 

(7) The particle concentration exhibits a distribution trend characterized by a high 

center and low edge. The particle concentration and cluster set during particle 

dispersion demonstrate self-similarity. 

(8) We verify the applicability of the particle volume fraction model obtained in 

Section 3.5.1 to small particles/middle-Stokes-number particle-laden jets, and the 

results indicate that the value of 𝜂𝐶𝜃
3 changes due to airflow turbulence. 

Finally, it is important to note that comprehensive work necessitates a fully 3D, 

ideal tomography PIV system to acquire flow field velocity data and consequently draw 

definitive conclusions. However, due to experimental constraints and current 

algorithms, we rely on 2D PIV systems. As such, some of the findings presented here 

should be regarded as provisional, though some of them do agree with existing literature. 
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Chapter 5 Simulations of Particle-laden Jets 

5.1 Overview 

To verify the applicability and accuracy of the drag model to high- and middle-

Stokes-number particle-laden jets, CFD-DPM simulations of the two systems are 

carried out in this section. The effects of different drag correlations on jet velocity are 

studied, the sensitivity of the drag correlation to Reynolds number is analyzed. In 

addition, the influences of entrainment, distribution of inlet velocity and outlet 

boundary conditions on the jet are discussed. 

5.2 Mathematical Models 

In this chapter, the CFD-DPM method in ANSYS Fluent software is used to 

simulate particle-laden jets to calculate gas-solid two-phase motion, in which volume-

average Navier-Stokes equations are used to describe gas flow and each particle is 

tracked according to Newton's second law. The mathematical model of CFD-DPM is 

introduced as follows. 

5.2.1 Continuous Phase Models 

5.2.1.1 Governing Equations for Gas Phase 

The continuity equations and momentum equations for the gas phase are186, 243, 244 

𝜕

𝜕𝑡
(𝛼g𝜌g) + ∇ ∙ (𝛼g𝜌g𝑢g⃗⃗⃗⃗ ) = 0 (5-1) 

𝜕

𝜕𝑡
(𝛼g𝜌g𝑢g⃗⃗⃗⃗ ) + ∇ ∙ (𝛼g𝜌g𝑢g⃗⃗⃗⃗ 𝑢g⃗⃗⃗⃗ ) = −𝛼g∇𝑝 + ∇ ∙ 𝜏g̿ + 𝛼g𝜌g𝑔 − 𝐹𝐷⃗⃗⃗⃗  (5-2) 

where 𝛼g  is the gas volume fraction, 𝜌g  the gas phase density, 𝑢g⃗⃗⃗⃗  the gas phase 
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velocity, 𝑔  gravitational acceleration, 𝐹𝐷⃗⃗⃗⃗  the interphase drag force, and 𝜏g̿ the gas 

phase stress, defined as 

 𝜏g̿ = 𝜇𝑒𝑓𝑓 [∇𝑢g⃗⃗⃗⃗ + (∇𝑢g⃗⃗⃗⃗ )
𝑇
−
2

3
(∇ ∙ 𝑢g⃗⃗⃗⃗ )𝐼 ] (5-3) 

 𝜇𝑒𝑓𝑓 = 𝜇𝑡 + 𝜇g (5-4) 

where 𝜇𝑒𝑓𝑓 , the effective shear viscosity, is the sum of laminar viscosity 𝜇g  and 

turbulent viscosity 𝜇𝑡. 

5.2.1.2 Turbulence Model 

The Realizable k-ε model in ANSYS Fluent is used in this work. And the transport 

equations are186, 245 

𝜕

𝜕𝑡
(𝛼g𝜌𝑘) +

𝜕

𝜕𝑥𝑗
(𝛼g𝜌𝑘𝑢g,𝑗⃗⃗ ⃗⃗ ⃗⃗  ) =

𝜕

𝜕𝑥𝑗
[𝛼g (𝜇g +

𝜇𝑡
𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑗
] + 𝛼g𝐺𝑘 

+𝛼g𝐺𝑏 − 𝛼g𝜌𝜀 − 𝛼g𝑌𝑀 + 𝑆𝑘𝑝 

(5-5) 

𝜕

𝜕𝑡
(𝛼g𝜌𝜀) +

𝜕

𝜕𝑥𝑗
(𝛼g𝜌𝜀𝑢g,𝑗⃗⃗ ⃗⃗ ⃗⃗  ) =

𝜕

𝜕𝑥𝑗
[𝛼g (𝜇g +

𝜇𝑡
𝜎𝜀
)
𝜕𝜀

𝜕𝑥𝑗
] + 𝛼g𝐶1𝜀

𝜀

𝑘
𝐶3𝜀𝐺𝑏 

(5-6) 

 +𝜌𝛼g (𝐶1𝑆𝜀 − 𝐶2
𝜀2

𝑘 + √𝑣𝜀
) + 𝑆𝜀𝑝 

where 𝑘 is the turbulent kinetic energy, 𝜀 the turbulent kinetic energy dissipation rate, 

𝐺𝑘 the production of turbulent kinetic energy due to the mean velocity gradients, closed 

by following the Boussinesq hypothesis, 

 𝐺𝑘 = 𝜇𝑡𝑆
2 (5-7) 

where 𝑆 is the modulus of the mean rate-of-strain tensor, defined as 

 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗 (5-8) 

 𝑆𝑖𝑗 =
1

2
(
𝜕𝑢g,𝑖⃗⃗⃗⃗⃗⃗ 

𝜕𝑥𝑗
+
𝜕𝑢g,𝑗⃗⃗ ⃗⃗ ⃗⃗  

𝜕𝑥𝑖
) (5-9) 

𝐺𝑏 is the turbulent kinetic energy due to buoyancy, which needs to be considered when 
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the gravity field and temperature gradient exist at the same time and can be ignored in 

this paper. 𝑌𝑀 represents the expansion-induced dissipation in compressible turbulent 

flow, which is negligible in the incompressible flow studied in this paper. 𝑆𝑘𝑝 and 𝑆𝜀𝑝 

represent the particle-to-gas turbulent source terms for k and ε respectively. They are 

defined as246, 247 

 
𝑆𝑘𝑝 =

𝛼𝑝𝜌𝑝
𝜏𝑝(𝐶𝐷)

(|𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ |
2
− 2𝑘) 

(5-10) 

 𝑆𝜀𝑝 = 𝐶4𝜀
𝜀

𝑘
𝑆𝑘𝑝 (5-11) 

where τp is the particle relaxation time, 𝐶𝐷 is the particle drag coefficient, defined in 

Section 5.3. The values of the empirical parameters in above equations are listed in 

Table 5.1. 

Table 5.1 Values of empirical parameters 

Name Value Note 

𝐶1 𝑚𝑎𝑥 [0.43,
𝑆
𝑘
𝜀

𝑆
𝑘
𝜀
+ 5

]  

𝐶2 1.9  

𝐶1𝜀 1.44  

𝐶3𝜀 0 Buoyancy perpendicular to gravity 

𝐶4𝜀 1.8  

𝜎𝑘 1.0 Turbulent Prandtl constant of k 

𝜎𝜀 1.2 Turbulent Prandtl constant of ε 

𝜇𝑡 is the turbulent viscosity, defined as 

 𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
 (5-12) 

The difference between the Realizable k-ε model and the Standard k-ε model is that 𝐶𝜇 

is a function of the turbulence fields (𝐶𝜇=0.09 in Standard k-ε model). Since Launder 
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and Spalding245 proposed the Standard k-ε model, its robustness, economy, and 

accuracy make it widely used in the calculation of actual turbulent flow. However, it 

should be noted that when deriving the Standard k-ε model, it is assumed that the flow 

is completely turbulent and the influence of molecular viscosity can be ignored. 

Therefore, the Standard model is only suitable for fully turbulent flows. In addition, a 

significant weakness of the Standard k-ε model or other traditional models lies in the 

modeling of the dissipation rate. The well-known circular jet anomaly is believed to be 

mainly due to modeling problems with the dissipation equation, whose diffusivity is 

unexpectedly poorly predicted186. Since the Standard k-ε model is deficient, 

modifications are introduced to improve it. There are two variants available in ANSYS 

Fluent: RNG k-ε model248 and Realizable k-ε model249. This chapter adopts the 

Realizable k-ε model proposed by Shih et al.249 because it has been verified by previous 

studies 249, 250 to provide the best performance among all model versions 186. The 

Realizable k-ε model improves the defects of the traditional model through the 

following two methods: 

 The modified dissipation rate transport equation derives the ε from the exact 

equation for mean square vorticity fluctuation transport. 

 A new eddy-viscosity formula involving a variable 𝐶𝜇 is applied251, in which 𝐶𝜇 

is defined as252 

 𝐶𝜇 =
1

𝐴0 + 𝐴𝑠𝑘𝑈
∗ 𝜀⁄

 (5-13) 

where 

 𝑈∗ = √𝑆𝑖𝑗𝑆𝑖𝑗 + �̃��̃� (5-14) 

 �̃� = 𝛺 − 2𝜀𝑖𝑗𝑘𝜔𝑘 (5-15) 

 𝛺 = �̅� − 𝜀𝑖𝑗𝑘𝜔𝑘 (5-16) 
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where �̅� is the mean rate-of-rotation tensor viewed in a moving reference frame with 

angular velocity 𝜔𝑘. The model constants 𝐴0 and 𝐴𝑠 are given by 

 𝐴0 = 4.04, 𝐴𝑠 = √6cos𝜑 (5-17) 

where 

 𝜑 =
1

3
cos−1 (√2𝑆𝑖𝑘𝑆𝑗𝑘) (5-18) 

5.2.2 Discrete Phase Models 

5.2.2.1 Equations of Motion for Particles 

ANSYS Fluent predicts the trajectories of discrete-phase particles by following 

Newton's second law in the Lagrangian frame. The motion equation of a particle can be 

written as 186, 253, 254 

 𝑚
𝑑𝑢𝑝⃗⃗⃗⃗ 

𝑑𝑡
= 𝑚

𝜌𝑝 − 𝜌g

𝜌𝑝
𝑔 + 𝐹𝐷⃗⃗⃗⃗ + 𝐹𝑜⃗⃗  ⃗ (5-19) 

where 𝑚 =
1

6
𝜋𝑑𝑝

3𝜌𝑝  is the particle mass, 𝑢𝑝⃗⃗⃗⃗  the particle velocity, 𝜌𝑝  the particle 

density, 𝐹𝑜⃗⃗  ⃗ the other force. 

5.2.2.2 Particle Force Models 

(1) Drag Force 

The drag force is the most important part of the particle force, which can be 

calculated by 255 

 𝐹𝐷⃗⃗⃗⃗ = 𝑚
3𝜌𝑔𝐶𝐷
4𝜌𝑝𝑑𝑝

|𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ |(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ ) (5-20) 

where 𝐶𝐷 is the drag coefficient. This equation can be simplified to221 

 𝐹𝐷⃗⃗⃗⃗ = 𝑚
1

𝜏𝑝
(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ ) (5-21) 

where 𝜏𝑝 is the particle relaxation time calculated by 
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 𝜏𝑝 =
𝜌𝑝𝑑𝑝

2

18𝜇g

24

𝐶𝐷𝑅𝑒𝑝
 (5-22) 

 𝑅𝑒𝑝 =
𝜌𝑔𝑑𝑝|𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ |

𝜇g
 (5-23) 

The drag force represents the momentum exchange between the gas phase and the 

particles per unit volume of cells, and the accuracy of the drag model used in the 

calculation has a significant impact on the simulation results. A lot of experiments and 

theoretical analyses have been performed on the drag model of gas-particle two-phase 

system. These researches include three aspects: the drag model of a single particle, drag 

model for homogeneous multi-particle system, and drag model for heterogeneous 

multi-particle system. A detailed information to the drag model is referred to Chapter 

1.5, and not repeated here. 

(2) Other Forces 

In addition to the drag force, the particles will also experience some other forces 

depending on flow condition, including lift force, Magnus lift force, Saffman lift force, 

Basset force, pressure gradient force, virtual mass force, and so on. 

 Lift Force 

Lift force is defined as 256 

 𝐹𝐿⃗⃗  ⃗ =
1

2
𝜋𝑟𝑝

2𝜌g𝐶𝐿(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ )
2
 (5-24) 

where 𝑟𝑝 is the particle radius, and for spherical particles 𝐶𝐿 is equal to 0. 

 Magnus Lift Force 

When the particle rotates in the gas-solid two-phase flow, there is an additional 

force perpendicular to the direction of motion of the particles. It is called the Magnus 

lift force168, and defined as 

 𝐹𝑀⃗⃗⃗⃗  ⃗ =
1

2
𝜌g𝐴𝑝𝐶𝑅𝐿

|�⃗� |

|�⃗� |
(�⃗� × �⃗� ) (5-25) 

where 𝐴𝑝 is the projected area of the particle, 𝐶𝑅𝐿 the rotational lift coefficient due 
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to rotation, �⃗�  the relative gas-particle velocity, �⃗�  the relative gas-solid angular 

velocity. 

 Saffman Lift Force 

The velocity gradient in the flow field will cause an additional lift force of particle 

due to the shear effect. It is called the Saffman lift force257, and defined as 

 𝐹𝑆⃗⃗  ⃗ = 6.46𝑟𝑝
2√𝜌g𝜇g(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ )√

𝑑𝑢g⃗⃗⃗⃗ 

𝑑𝑦
 (5-26) 

Generally, the effect of Saffman lift force is more obvious only when the particle 

size is smaller than the thickness of the fluid boundary layer and close to the pipe wall. 

 Basset Force 

When the particle is accelerated relative to the fluid, the fluid will exert an 

additional resistance on the particle. It is the Basset force168, and defined as 

 𝐹𝐵⃗⃗⃗⃗ = 6𝑟𝑝
2√𝜋𝜌g𝜇g∫ (𝑡 − 𝑡𝜏)

0.5
𝑡

𝑡0

𝑑(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ )

𝑑𝑡𝜏
𝑑𝑡𝜏 (5-27) 

where 𝑡𝜏 is a time variable, representing the integration of the motion process of the 

particle from t0 to time t.  

 Virtual Mass Force 

In the gas-particle two-phase flow, when the particle accelerates relative to the gas, 

it will accelerate the gas phase at the same time. Therefore, the gas will also exert a 

reaction force on the particle. Since this force is measured by a "virtual mass" equivalent 

to half of the gas mass with a particle volume, it is called virtual mass force 168, and 

defined as  

 𝐹𝑣𝑚⃗⃗ ⃗⃗ ⃗⃗  =
1

2
(
4

3
𝜋𝑟𝑝

3) 𝜌g
𝑑(𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ )

𝑑𝑡
 (5-28) 

There are still a lot of forces. When the particle size is below 1 μm, it is necessary 

to further consider the influence of Brownian force. Particles may also be affected by 

field forces, just like the electromagnetic force. When the ambient temperature changes 
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significantly, it is also necessary to consider the thermophoretic force caused by the 

temperature field, etc. 

In the particle-laden jet studied here, the particle density is significantly greater 

than the gas density that the virtual mass force and lift force become insignificant 

relative to the drag force. It is also not necessary to consider physical fields other than 

the gravitational field in the current study. Therefore, in the calculation, only the drag 

force is considered for the interphase force, and only the gravity is considered for the 

field force. In addition, due to the small particle volume fraction (<1%), this paper does 

not consider the collision force between particles. 

5.2.2.3 Turbulent Dispersion of Particles 

When the gas turbulence is strong, the effect of turbulence on particle motion 

needs to be considered. To this end, the discrete random walk model (DRW) is 

generally used to describe the turbulent dispersion of particle258, 259. The model assumes 

that particles are affected by a series of turbulent eddies during their motion, and each 

turbulent vortex has a certain characteristic scale Le  and characteristic time τl . 

Initially, the particle with velocity 𝑢𝑝⃗⃗⃗⃗  is assumed to be located at the center of a 

turbulent vortex. In this turbulent vortex, the gas velocity 𝑢𝑔⃗⃗⃗⃗  can be decomposed into 

the mean velocity �̅�g⃗⃗⃗⃗  and fluctuating velocity 𝑢g
′⃗⃗⃗⃗ , 

 𝑢g⃗⃗⃗⃗ = �̅�g⃗⃗⃗⃗ + 𝑢g
′⃗⃗⃗⃗  (5-29) 

where the fluctuating velocity 𝑢𝑔
′⃗⃗⃗⃗  satisfies the Gaussian distribution, as follows: 

 

{
  
 

  
 𝑢g𝑥

′ = 𝜉1√𝑢g𝑥
′2̅̅ ̅̅̅

𝑢g𝑦
′ = 𝜉1√𝑢g𝑦

′2̅̅ ̅̅̅

𝑢g𝑧
′ = 𝜉1√𝑢g𝑧

′2̅̅ ̅̅

 (5-30) 

where √𝑢g𝑥
′2̅̅ ̅̅̅, √𝑢g𝑦

′2̅̅ ̅̅̅, √𝑢g𝑧
′2̅̅ ̅̅  are the root mean square fluctuating velocity, ξ1  is a 
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Gaussian random variable with mean value of 0 and variance of 1. Since isotropic 

turbulence assumption is adopted in the k-ε gas turbulence model, the root mean square 

fluctuating velocity can be calculated by 

 √𝑢g𝑥
′2̅̅ ̅̅̅ = √𝑢g𝑦

′2̅̅ ̅̅̅ = √𝑢g𝑧
′2̅̅ ̅̅ = √

2

3
𝑘 (5-31) 

 

 

Figure 5.1 Schematic of particle and eddy interaction 258 

The interaction between a particle and turbulent vortex is shown in Figure 5.1. 

After a time step of ∆t , due to the relative velocity between the particle and the 

turbulent vortex, the relative displacement between the two is ∆L . If the current 

turbulent vortex dissipates (∆t>τl ) or the particle leaves the current turbulent vortex 

(∆L>Le ), the particle is no longer subject to the current turbulent vortex. It will enter 

a new turbulent vortex, and continue to interact with the new turbulent vortex. The 

interaction time 𝜏𝑖𝑛𝑡 of particles with the turbulent flow is 

 𝜏𝑖𝑛𝑡 = 𝑚𝑖𝑛 (𝜏𝑒, 𝜏𝑐𝑟𝑜𝑠𝑠) (5-32) 

where 𝜏𝑐𝑟𝑜𝑠𝑠 is the time taken to cross the current turbulent vortex, 𝜏𝑒 is the existence 

time of the turbulent vortex. They are defined as30 

 𝜏𝑒 = 0.3
𝑘

𝜀
 (5-33) 
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 𝜏𝑐𝑟𝑜𝑠𝑠 = −𝜏𝑝𝑙𝑛 [1 −
𝑘𝐿𝑒

(𝜏𝑝|𝑢g⃗⃗⃗⃗ − 𝑢𝑝⃗⃗⃗⃗ |)
] (5-34) 

 𝐿𝑒 = 𝐶4𝜀
𝐶𝜇
3/4
𝑘3/2

𝜀
 (5-35) 

5.3 Drag Models for Simulations 

As mentioned in Chapter 3, according to the previous reports 87, 224, 225, there is a 

large gap between the drag coefficient of the particle group and the standard drag force 

due to the turbulence effects, especially in the case of large particles. Thus, we have 

deduced a new drag correlation based on our two-phase jet experiments. In light of the 

uncertainty of the turbulence effect induced by different-sized particles, the new drag 

correlation derived from large particle experiment may not be applicable to the cases of 

small particles in this section. Thus, this section constructs 6 new drag models based on 

the results in Chapter 3 by combining the standard drag model and the Rudinger drag 

model, among them HPJ means horizontal particle-laden jet, HPJ-SR means the 

combination of HPJ drag, standard drag and Rudinger drag. The drag curves and 

equations are shown in Figure 5.2 and Table 5.2, respectively. 
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(a) Comparison of Eq. (3-15) drag correlation with 

the drag models in the literature 

(b) Newly formed drag correlations in the large 

Reynolds number range 

Figure 5.2 Drag curves for simulations 
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Table 5.2 Drag models for simulations 

Name Correlation Range  

HPJ 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 242.68

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 242.68

5.25 × 106

𝑅𝑒𝑝
2.55

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 1.85

2.29

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-36) 

HPJ-SR1 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 124.45

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 124.45

(
6000

𝑅𝑒𝑝
1.7
+
5.25 × 106

𝑅𝑒𝑝
2.55 ) 2⁄

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 0.77

1.21

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-37) 

HPJ-SR2 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 82.97

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 82.97

6000
𝑅𝑒𝑝

1.7 +
5.25 × 106

𝑅𝑒𝑝
2.55 +

24(1 + 0.15𝑅𝑒𝑝
0.687)

𝑅𝑒𝑝

3
24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 0.51

0.953

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-38) 

HPJ-SR3 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 39.32

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 39.32

0.14 ×
5.25 × 106

𝑅𝑒𝑝
2.55 + 0.86 ×

6000

𝑅𝑒𝑝
1.7

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687)

0.44

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-39) 
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Continued 

Name Correlation Range  

HPJ-SR4 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 18.04

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 18.04

0.05 ×
5.25 × 106

𝑅𝑒𝑝
2.55 + 0.95 ×

6000

𝑅𝑒𝑝
1.7

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) − 0.2

0.24

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-40) 

Rudinger-E 𝐶𝐷 =

{
 
 
 
 

 
 
 
 

24

𝑅𝑒𝑝
+ 6.22

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 6.22

6000

𝑅𝑒𝑝
1.7

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) − 0.31

0.13

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 300 

300 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-41) 

Figure 5.2 clearly shows the difference between the new drag model and the 

standard drag. And from the HPJ model to Rudinger-E model, the drag coefficient 

gradually decreases. Among them, the HPJ model is a result of combination of the drag 

model obtained in Chapter 3 when 50 < 𝑅𝑒𝑝 ≤ 300  (see Eq.(3-15)), and the 

translation of the standard drag curve when 𝑅𝑒𝑝 < 50 and 𝑅𝑒𝑝 > 300 to connect it 

with Eq.(3-15). Similarly, the Rudinger-E model is also obtained using this method, 

while the standard drag curve is replaced by the Rudinger model. Furthermore, the HPJ-

SR1 model is the average of the HPJ model and the standard drag model, the HPJ-SR2 

model is the average of the HPJ model, the Rudinger-E model and the standard drag 

model, the HPJ-SR3 and HPJ-SR4 models are the weighted average of the HPJ model 

and the Rudinger-E model, and the weight coefficients can be found easily from the 

third sub-equation. 
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In this section, we also expand the range of Reynolds number in Eq.(3-15), and 

then extend the single particle drag curve to complement the rest of Reynolds number 

regions to obtain five different extrapolated drag models for Eq. (3-15) under different 

Reynolds number ranges. Based on these extrapolated drag models, we will verify the 

applicability of Eq. (3-15), also HPJ, in a larger Reynolds number range by simulations. 

The extrapolated drag curves and equations are shown in Figure 5.3 and Table 5.3, 

respectively.  
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Figure 5.3 Extension curves of HPJ drag model in different Reynolds number ranges 

Table 5.3 The extrapolated drag models of HPJ for different Re range 

Name Correlation Range  

HPJ-1 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 242.68

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 242.68

5.25 × 106

𝑅𝑒𝑝
2.55

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) − 0.094

0.346

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 50 

50 < 𝑅𝑒𝑝 ≤ 600 

600 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-42) 
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Continued 

Name Correlation Range  

HPJ-2 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 14792

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 14792

5.25 × 106

𝑅𝑒𝑝
2.55

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) − 0.094

0.346

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 10 

10 < 𝑅𝑒𝑝 ≤ 600 

600 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-43) 

HPJ-3 𝐶𝐷 =

{
 
 
 

 
 
 

24

𝑅𝑒𝑝
+ 14792

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 14792

5.25 × 106

𝑅𝑒𝑝
2.55

0.12

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 10 

10 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-44) 

HPJ-4 𝐶𝐷 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝
+ 5249972

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 5249972

5.25 × 106

𝑅𝑒𝑝
2.55

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) − 0.094

0.346

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 1 

1 < 𝑅𝑒𝑝 ≤ 600 

600 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-45) 

HPJ-5 𝐶𝐷 =

{
 
 
 

 
 
 

24

𝑅𝑒𝑝
+ 5249972

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) + 5249972

5.25 × 106

𝑅𝑒𝑝
2.55

0.12

 

𝑅𝑒𝑝 ≤ 0.1 

0.1 < 𝑅𝑒𝑝 ≤ 1 

1 < 𝑅𝑒𝑝 ≤ 1000 

𝑅𝑒𝑝 > 1000 

(5-46) 
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5.4 Simulation Settings 

5.4.1 Material Properties 

5.4.1.1 Gas Phase Parameters 

(1) Density 

In actual work, the density of gas changes with temperature and pressure, and the 

relationship can be expressed by the ideal gas law, 

 𝜌g =
𝑝𝑀

𝑅𝑇
 (5-47) 

where 𝜌g is the gas density, 𝑝 is the pressure, 𝑀 is the molar mass of the gas, 𝑅 is 

the gas constant, 8.31441 J/(mol K), and 𝑇 is the gas absolute temperature. 

(2) Viscosity-Pressure Effect 

Figure 5.4 shows that when the air pressure changes in the range of 0 ~ 5MPa, the 

air viscosity increases with temperature, and the curves almost overlap. Therefore, 

within the pressure range studied in this paper (about 0 ~ 0.05MPa), the effect of 

pressure on air viscosity can be ignored. 
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Figure 5.4 Viscosity-temperature curves under different pressures 
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(3) Viscosity-Temperature Effect 

The commonly used gas viscosity-temperature relationship is Sutherland's law 260, 

defined as 

 𝜇g = 𝜇0 (
𝑇

𝑇0
)
3/2 𝑇0 + 𝐶

𝑇 + 𝐶
, 𝑇 < 2000 𝐾 (5-48) 

where 𝑇0 is the reference temperature, 𝜇0 is the viscosity at the reference temperature, 

C is the Sutherland constant, and for air, C=110.4. In this study, the temperature of the 

flow field is almost constant, and the viscosity-temperature effect can be ignored.  

5.4.1.2 Particle Parameters 

The particles used in high- and middle- Stokes-number particle-laden jets 

simulations are glass beads and SiO2 microspheres, respectively, and their parameters 

are shown in Table 5.4. 

Table 5.4 Physical properties of particles 

Parameters Large particles Small particles 

Material Glass beads SiO2 

Density, kg/m3 2490 2000 

Diameter, μm 1051.6 40.86 

Mass flow rate, g/s 2.162 0.01042 

5.4.2 Geometric Models 

The geometric model of the fluid domain in the actual experiment includes the 

ejector part, the mixing pipe part, and the dispersion field. The establishment of the 

geometric model is completed in Solidworks software, and the completed geometric 

model is imported into ANSYS Workbench Geometry for adjustment. The geometric 

model of the fluid domain is shown in Figure 5.5. This chapter focuses on the effects 
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of different drag models on the velocity of particle-laden jet. Thus, to exclude the 

influences of the wall effects of the ejector part and the mixing pipe part on the particle 

velocity, the following research will only be carried out in the dispersion field, or, the 

chamber. Therefore, the fluid inlet is set at the circular intersection of the “Dispersion 

Field” and the “Mixing pipe”. For the simulation of high-Stokes-number with large 

particles, the size of the simulation domain is 220×165×165 mm3, and for the 

simulation of middle-Stokes-number with small particles, the size of the simulation 

domain is 600×100×300 mm3. 

 

Figure 5.5 Fluid domain geometry 

5.4.3 Meshing 

A non-uniform mesh is generated in ANSYS Workbench Meshing. The mesh size 

is gradually increased from the center of the jet to the boundary, so that the mesh 

presents a dense center and sparse edge. And the mesh is locally refined at the transition 

between the mixing pipe and the dispersion field. The completed mesh is shown in 

Figure 5.6. 



Chapter 5 Simulations of Particle-laden Jets 

148 

 

Figure 5.6 Meshing results: (a) overall view; (b) section view; (c) zoom-in view. 

5.4.4 Fluent Operations 

ANSYS Fluent is used as the solver. In this chapter, the inlet velocity distribution 

and drag correlation are defined through the User-Defined Function (UDF) in the Fluent 

software. 

(1) General settings 

Go to the General page to check the quality of the mesh. Then activate gravity and 

set the direction and value of the acceleration of gravity to the Y direction, and -9.81m/s2 

respectively。 

(2) Model settings 

Select the Eulerian model in the Multiphase model. The number of phases is set 

to two phases, calculated based on the volume fraction parameter, and DDPM is 

activated in Eulerian parameters. The Viscous model is set to the Realizable k-ε 

turbulence model, and the Turbulence multiphase model is set to Dispersed. Activate 
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the Discrete phase model, create a new Injection, select glass beads/SiO2 for Material, 

and select the cone injector to simulate jet flow. Set the injector parameters according 

to the experimental conditions in the Point properties page. Different Drag Laws can 

be selected in the Physical model, and the Drag Laws defined by UDF can also be 

selected here. Activate the DRW model at Turbulent Dispersion. Select phase-2 in the 

Discrete phase domain. 

(3) Materials settings 

Enter the Materials page, select air as the Fluid material, set Density to 

Incompressible ideal gas, and set Viscosity to a constant (1.7894×10-5 N·s/m2) here. In 

the Inert particle part, create new glass beads and SiO2, and set the material properties 

according to Table 5.4. 

(4) Boundary conditions settings 

The Inlet boundary type is set to velocity-inlet, and a specified jet velocity 

distribution is implemented by UDF. The Outlet boundary type is set to Outflow, and 

the the Pressure-out boundary is also compared. The influence of different outlet 

boundaries on the simulation results will be discussed later. 

(5) Solver Settings 

Select the Couple algorithm in Solution Method and activate Couple with volume 

fractions. 

(6) Monitors Settings 

By setting the Surface Report-Mass Flow Rate to monitor the mass flow of the 

inlet and outlet, and select Report Plot to display the real-time change curve of the 

monitored parameters. 

(7) Initialization Settings 

Select Standard Initialization, initialized as a stationary flow field without 
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particles, and compute from all-zones. 

(8) Convergence judgment 

Convergence is judged by residual curve and mass conservation. 

(9) Post-processing 

The gas phase velocity data can be exported through CFD-Post software, and the 

particle data can be exported through Particle Tracks. An example of the simulation 

results is shown in Figure 5.7. 

 

Figure 5.7 Some examples from the simulation results: Gas velocity fields (a, c) and particle 

velocity fields (b, d) of high- and middle- Stokes number particle-laden jet, respectively. 
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5.4.5 Mesh-independence Verification 

The mesh-independence verification results are shown in Figure 5.8, and the mesh 

parameters are shown in Table 5.5. The figure shows that the axial distributions of gas 

and particle velocities do not change apparently with grid resolutions. Finally, to 

balance the computing resources and computing accuracy, Mesh #2 is used in the 

subsequent simulations in this chapter.  
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Figure 5.8 Mesh-independence verification results 

Table 5.5 Mesh parameters 

Mesh number #1 #2 #3 #4 

Nodes 1784874 1350097 1075501 915320 

Elements 1748054 1316716 1044292 885378 

Minimum length, mm 1 1 1 1 

Maximum length, mm 3 4 5 6 

5.4.6 Case Outline 

In this chapter, 33 simulation cases are carried out for the high-Stokes-number 
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particle-laden jet with large particles, to investigate the effects of 4 important factors on 

jet simulations, including the drag model, entrainment coefficient, inlet velocity 

distributions, and outlet type. 15 simulation cases are carried out for the middle-Stokes-

number particle-laden jet with small particles. The effects of different drag models on 

simulation are investigated, and the optimum drag model has been used and verified in 

simulations of different experimental conditions. The detailed case settlings are referred 

to Appendix G. 

5.5 Simulation Results of High-Stokes-number Particle-laden Jets 

5.5.1 Effects of Drag Models 

5.5.1.1 Effects of Drag Models on Jet Velocity 

The effects of different drag models on centerline velocity of high-Stokes-number 

particle-laden jet are shown in Figure 5.9. It can be seen that the trend of gas velocity, 

particle velocity and slip velocity predicted by all the drag models are consistent with 

the experimental data. The drag model has a great influence on particle velocity, while 

the gas velocity is not sensitive to the choice of drag model. Among all the tested models, 

the simulation results of particle velocity based on the HPJ model are in best agreement 

with the experimental data. This is consistent with the conclusion obtained by 

MATLAB verification in Section 3.5.2, indicating that the experimental drag model 

(HPJ) is suitable for simulations of jet with large particles. The predicted particle 

velocity with other drag models are all smaller than the experimental data. Specifically, 

the smaller the drag coefficient is, the greater the underestimation of particle velocity 

and the overestimation of slip velocity are. 

The simulation result of the single-particle drag model Morsi261 (Fluent's built-in 
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drag model) is close to the simulation results of the Wen-Yu171/Gidaspow262 particle 

group drag models. And the predicted particle velocity and slip velocity are also smaller 

than the experimental, which indicates that both single-particle drag model and Wen-

Yu/Gidaspow will underestimate the particle velocity. It should also be mentioned that, 

in previous simulations25, 30, 263, obvious errors have been observed in simulations of 

dilute two-phase flows with single-particle drag model and Wen-Yu drag model. 
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Figure 5.9 Effects of different drag models on centerline velocity of high-Stokes-number particle-

laden jet 

5.5.1.2 Applicability on HPJ Drag Model in Different Re Range 

Figure 5.10 shows the centerline velocity of high-Stokes-number particle-laden jet 

predicted with the extrapolated drag models of HPJ with different Reynolds number 

ranges . Obviously, when the range of Reynolds number in Eq. (3-15) is expanded, the 

simulation results are not as good as the results predicted based on the HPJ model 

(namely, the original Reynolds number range), no matter the upper limit of the 

Reynolds number is increased or the lower limit of the Reynolds number is reduced. 
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Figure 5.10 Centerline velocity of high-Stokes-number particle-laden jet predicted with the 

extrapolated drag models of HPJ with different Reynolds number ranges 

5.5.2 Effects of Entrainment on Jet Velocity 

According to literature reports, turbulent jets are often accompanied by strong 

entrainment12, 20, 21, which plays a key role in jet transport properties71. And Figure 5.11 

also shows clearly the entrainment convolution at the outlet of the nozzle. But there are 

few reports on quantitative studies on entrainment, so it is difficult to accurately apply 

the boundary conditions of entrainment.  

In this section, we use simulations to study the role of entrainment in two-phase 

jet. Specifically, the effects of entrainment on the jet velocity distribution will be 

investigated. To this end, we define the entrainment coefficient Ce 

 𝐶𝑒 =
𝐷𝑒
𝐷

 (5-49) 

where De is the diameter of the entrainment zone and D is the nozzle diameter. The 

velocity distribution (VD) and simulation results for different entrainment coefficients 

are shown in Figure 5.12 and Figure 5.13, respectively. It can be seen that, the velocities 

of gas and particles both increase with Ce, and when Ce is 1.5, the gas-solid two-phase 



Chapter 5 Simulations of Particle-laden Jets 

155 

velocity is more consistent with the experimental. Therefore, in the other simulations 

in this chapter Ce is set to be 1.5. 
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Figure 5.11 Entrainment at the nozzle exit Figure 5.12 VDs under different Ce 
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Figure 5.13 Simulation results of high-Stokes-number particle-laden jet centerline velocity under 

different Ce 

5.5.3 Effects of Inlet Velocity Distribution on Jet Velocity 

The velocity distribution in the nozzle of the circular jet30, 31 cannot be quantitatively 

described, and its distribution form is related to the solid loading rate and particle 

diameter. But there are few reports in this regard, that the inlet boundary conditions of 

the simulations cannot be determined. It has been documented that for horizontal gas-
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solid two-phase flow, the velocity distribution within the nozzle is related to the solid 

loading rate and particle size 31. For example, in the case with particle diameter of 200 

μm and solid loading rate greater than 0.4, the gas velocity distribution is neither 

parabolic nor logarithmic linear of turbulent flow, but gradually takes on a distribution 

shape with a small velocity in pipe center and large velocity on both sides31. However, 

quantitative relationship between velocity distribution and solid loading rate/particle 

size has not been reported.  

Therefore, in this section, we construct 9 inlet gas velocity distributions and apply 

them to simulate the inlet boundary condition through UDFs to determine the most 

suitable velocity distribution type that best matches the experimental values. Different 

velocity distribution curves under the same flow rate are shown in Figure 5.14, and the 

corresponding simulation results are shown in Figure 5.15. It can be seen that the shape 

of velocity distribution has a great impact on the simulation results. The simulation 

results based on VD-5 inlet velocity distribution are in best agreement with the 

experimental data, so VD-5 is adopted as the boundary condition for gas velocity in this 

chapter. 
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Figure 5.14 Different VD curves under the same flow rate 
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Figure 5.15 Simulation results of high-Stokes-number particle-laden jet centerline velocity under 

different VDs 

5.5.4 Effects of Outlet Type on Jet Velocity 
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Figure 5.16 Centerline velocity of high-Stokes-number particle-laden jet predicted with different 

outlet boundary type 

There is no boundary for free jet flow, but it is impossible to set an infinite fluid 

domain in actual simulation work. In reality, for a free jet flow, a proper outlet boundary 

condition is needed on a finite domain. However, different type of outlet boundary 

conditions will also influence the predicted velocity field of the jet. Thus, two types of 
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outlet boundary conditions, say "Pressure out" and "Outflow" outlets, are tested in this 

section to investigate their effects. Figure 5.16 shows that, compared to the "Pressure 

out", the simulation results of "Outflow" show a better agreement with the experimental 

data, especially in the region far away from the jet nozzle, where a drop of gas velocity 

is evident. Therefore, "Outflow" is adopted as the outlet boundary condition in the 

following discussion. 

5.6 Applicability of Drag Models to Middle-Stokes-number Particle-laden Jets 

5.6.1 Effects of Drag Models 

As described in Section 3.5.3, the drag correlation (HPJ and a series of other 

models) derived in Chapter 3 is based on large particles following ballistic trajectories 

in jet flows. Considering the striking difference of the turbulent effects on particles 

under different Stokes numbers, it is necessary to extend our experiments to smaller 

particles. It is worth noting that, the smaller the particle size, the more difficult it is to 

obtain the particle-level trajectory in experiments. This makes it difficult to derive a 

drag correlation for small particle purely with experimental measurements. So, it could 

be a good attempt to first measure the mean velocity of small particles in a jet flow, 

then perform simulations to verify the applicability of the newly derived drag 

correlations in Section 3.5.3. Therefore, based on the mean velocity of small particles 

in the jet obtained experimentally in Chapter 4, we can employ simulations to verify 

the applicability of the newly derived drag model to the particle-laden jet with small 

particles/middle-Stokes-number. 

The jet centerline velocities predicted with different drag models are compared 

with the Exp.1 results of l middle -Stokes-number particle-laden jet as shown in Figure 

5.17. It should be noted that the influence of particles on the gas phase can only be 
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ignored when the particle concentration is very low (<10-5), otherwise two-way 

coupling and turbulence modulation should be considered264. Therefore, in the 

simulation in this chapter, the gas phase velocity is calculated based on the two-way 

coupling method. Because simultaneous measurement of the gas phase and particle 

phase velocities cannot be achieved in the current experimental conditions, the 

experimental gas phase velocity in the figure is measured in single-phase gas jet. 

However, this does not affect the subsequent analysis of the effect of the drag model on 

particle velocity, although the predicted gas phase velocity cannot be validated exactly 

with the experimental data. Figure 5.17 (a) shows that the gas phase velocity of the two-

phase particle-laden jet simulation has a significant difference with the velocity of the 

single-phase gas jet experiment, indicating that the two-way coupling simulation is 

necessary, otherwise the simulation results should be close to the experimental data of 

the single-phase gas jet. From the perspective of general trend, in the early stage of the 

jet, the gas velocity is greater than the particle velocity. Then the gas velocity decays 

rapidly, and it becomes less than the particle velocity after about 5D. Finally, the gas 

velocity tends to be very close to the particle velocity, which is the same as the results 

of experiments in the literature36, 53. The phenomenon that the gas velocity is less than 

the particle velocity in the middle region can be explained by the faster expansion of 

the gas and the large inertia of the particles. 

Figure 5.17 (a) and (b) show that there is large difference between the predicted 

particle velocity with different drag models. And the predicted particle velocity with 

the HPJ-SR4 model agrees best with the experimental values. But the errors of 

simulation results of all drag models are relatively large in the later stage of the jet. One 

main reason may be related to the simulation accuracy of turbulence. It is well known 

that the free turbulent jet is still hard to be simulated with current turbulence models186. 
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The characteristic scale of turbulence during jet development is variable, and one 

turbulence model may not be applicable to the entire jet development process. The 

current simulation results show that, in the late stage of the jet, the gas phase dispersion 

rate dictated by turbulence is underestimated, resulting in an overestimation of the 

predicted gas velocity. This in turn acts on the particles and makes the particle velocity 

to be overestimated too. Another reason may be that the drag model may not be 

applicable at the current Reynolds number. For example, the HPJ-SR series models are 

extrapolated from experiments with Reynolds numbers ranging from 50~300, however, 

the middle-Stokes-number particle-laden jets in this work have a Reynolds number less 

than 10. 
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Figure 5.17(c) shows the slip velocity compared to the experiment. From the 

perspective of slip velocity different drag models also have a great influence on the slip 

velocity. The larger the drag coefficient is, the smaller the slip velocity is. Gidaspow 

model262 and Wen-Yu model171 are more consistent with the experimental data than the 

other models. And the simulation results of the two coincide, because when the particle 

concentration is small, the drag formulas of the Gidaspow model and the Wen-Yu 

model are the same. It should be noted that the slip velocity of the experiment is 

calculated based on the gas velocity of the single-phase gas jet, so it does not mean that 

the Gidaspow model and the Wen-Yu model are more suitable for the middle-Stokes-

number particle-laden jet than the other tested models. Considering that the gas and 

particle velocities are not measured simultaneously in this situation, the drag still 

requires further research. 

5.6.2 Discussions of Different Initial Velocities 

The HPJ-SR4 drag model has also been applied to simulate different experimental 

cases of middle-Stokes-number particle-laden jet. Figure 5.18 shows the predicted jet 

centerline velocity with the experimental data. Among them, the large number 

corresponds to the high initial particle velocity. Figure 5.18 (a) shows that the predicted 

particle velocity for the lower velocity case is closer to the experimental than that for 

the higher velocity cases. And the gap between the prediction and experimental data 

becomes larger as the velocity increases. The comparison of slip velocity is shown in 

Figure 5.18 (b), which shows that the predicted slip velocity increases as the initial 

particle velocity increases when x/D > 5. However, there is no obvious trend of 

experimental slip velocity which is calculated based on single-phase gas jet, indicating 

that the slip velocity cannot be calculated using the velocity of single-phase gas jet. 
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Figure 5.18 Comparison of the jet centerline velocity predicted by the HPJ-SR4 drag model with 

different experiments of middle-Stokes-number particle-laden jet 

In summary, the HPJ-SR4 model is more suitable for particle velocity prediction 

at middle-Stokes-number particle-laden jets at low velocity, and the accuracy of particle 

velocity prediction becomes poor at high velocity. We can improve the simulation 

results from two aspects. On the one hand, the simulation accuracy of gas phase 

turbulence has a great impact on particle velocity. Accurate prediction of gas phase 

velocity is the basis to discuss the effects of drag force on particles and then modify the 

drag force model. But the simulation of the free turbulent jet has always been a problem. 

On the other hand, simultaneous measurement of the two-phase velocity of small 

particles/middle-Stokes-number particle-laden jet at the particle level can obtain the 

two-phase slip velocity, the particle trajectory and thus calculate the drag coefficient. 

However, this is also very difficult due to the limitations of current measurement 

technology. Both of these two aspects deserve more efforts in the future. 

5.7 Conclusions 

In the present work, we simulate high- and middle- Stokes-number particle-laden 

jets using CFD-DPM methods in Fluent software. Based on the drag correlation 



Chapter 5 Simulations of Particle-laden Jets 

163 

obtained in Chapter 3 (Eq. (3-15)) and the Rudinger drag model, we construct six 

different drag models. Another five more drag models are also built by expanding the 

Reynolds number range of Eq.(3-15). These drag models are implemented in the Fluent 

software via UDFs to simulate particle-laden jet cases with high/middle-Stokes-number. 

Based on the simulation results, the influence of different drag models on jet velocity 

is revealed. The sensitivity of drag relationship to Reynolds number is analyzed. The 

effects of entrainment, inlet velocity distribution, and outlet boundary conditions on the 

jet simulations are also discussed. The major conclusions can be summarized as follows: 

(1) The single-particle drag model (Morsi), the particle group drag model (Wen-

Yu/Gidaspow), and the Rudinger drag model all underestimate the particle velocity 

in the large particle-laden jet, while the HPJ drag model can predict the particle 

velocity more accurately. 

(2) When the Reynolds number range of Eq. (3-15) is expanded, the prediction 

accuracy of particle velocity decreases, indicating that the new drag model is 

sensitive to Reynolds number, and the drag model under a larger Reynolds number 

range still needs to be improved. 

(3) There is strong entrainment in circular turbulent jets, and appropriate entrainment 

coefficient is helpful to improve simulation accuracy. 

(4) There is a complex gas velocity distribution at the nozzle outlet of the particle-

carrying turbulent jet that is different from the parabolic and log-linear types. The 

velocity is low in the middle and high on both sides, and this distribution is related 

to the solid loading rate and particle size. Several different types of gas velocity 

distributions have been proposed and applied in simulations which can helps to 

improve simulation accuracy. 

(5) The simulation results of the particle-laden jet are sensitive to the outlet boundary 
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conditions, and the appropriate outlet boundary conditions should be selected. 

(6) The HPJ model is not suitable for the small particles/middle-Stokes-number 

particle-laden jet. The HPJ-SR4 model is more suitable for particle velocity 

prediction of small particles/middle-Stokes-number particle-laden jet, but the 

prediction accuracy of particle velocity becomes poor at high velocity. Due to the 

limitations of current measurement techniques and the lack of gas phase velocity 

measured in gas-solid two-phase jet, the current conclusions are provisional. 

Finally, a turbulence model for free turbulent jet and the development of direct 

two-phase velocity measurement technology at the particle level are conducive to the 

in-depth exploration of the drag model. However, both aspects have a long way to go. 
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Chapter 6 Summary and Outlook 

6.1 Main Conclusions 

In this paper, the dynamics of horizontal high-, middle- and low- Stokes-number 

particle-laden jets are studied. The main conclusions are as follows: 

(1) A real tracking-precede-reconstruction, time-resolved, 3D particle flow field 

reconstruction method is realized based on dual-camera shooting, which lays the 

foundation for the study of particle-laden jet dynamics at the particle level. 

(2) The time-resolved 3D-PTV is combined with PIV to obtain both the particle and 

gas velocity fields of high-Stokes-number particle-laden jet, so as to obtain slip 

velocity. 

(3) New drag models are developed for the dilute particle-laden jet flow based on the 

reconstructed particle trajectories and gas flow field. Simulation indicates the new 

drag model partially agrees with the current limited experimental data while the 

single-particle drag model (Morsi), the particle group drag model (Wen-

Yu/Gidaspow), and the Rudinger drag model all underestimate the velocity of 

particles. 

(4) The 3D particle volume fraction along particle trajectory is obtained, a particle 

volume fraction evolution model is developed based on the self-similar theory of 

the jet to describe the dispersion of particle-laden jets. The predicted particle 

volume fraction and its evolution agree well with the experimental data. 

(5) The decay of the gas phase velocity can be well predicted with the jet velocity 

decay classical model, and the decay of the velocity of the SiO2 small particles can 

also be predicted with the classical model, with a maximum error of 16%. 
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(6) The mesoscale structure and particle concentration of the middle-Stokes-number 

particle-laden jets of SiO2 microspheres are studied by a large-field large-scale 

concentration measurement and the Voronoi method. The clustering process of 

SiO2 particles during the jet process is dynamically stable, and as the Stokes 

number tends to be unity, the preferential concentration effect of particles is more 

significant. The larger the cluster, the more irregular its shape. The distribution of 

small-size clusters satisfies the power-law distribution of penetration theory. 

6.2 Outlook 

Perfect understanding of particle-laden jet flows requires a fully 3D, time-resolved 

reconstruction of the flow field down to the particle level. However, limited by 

experimental conditions, current algorithms, and measurement techniques, we are still 

far from reaching that target. More in-depth studies can be expected to be conducted 

from the following aspects:  

(1) Explore the simultaneous measurement technology of two-phase velocity of fully 

3D, time-resolved PIV and PTV down to the particle level. 

(2) The drag model under the flow of large Reynolds number range and for small 

particles/middle-Stokes-number flows still needs to be improved. 

(3) The two-phase turbulence modeling, especially the turbulent modulation due to the 

presence of particles, deserves more efforts. 
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Appendix A Drag Models for Single Particle 

Drag model types Mathematical formulation Range 

Stokes 256  𝐶𝐷0 = 24𝑅𝑒𝑝
−1 𝑅𝑒𝑝 ≤ 1 

Allen265  𝐶𝐷0 = {
10𝑅𝑒𝑝

−1/2

30𝑅𝑒𝑝
−0.625

 
2 < 𝑅𝑒𝑝 ≤ 500 

1 < 𝑅𝑒𝑝 ≤ 1000 

Oseen 256  𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 +

3

16
𝑅𝑒𝑝) 1 < 𝑅𝑒𝑝 ≤ 5 

Schiller & Naumann169 𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) 0.1 < 𝑅𝑒𝑝 < 1000 

Dallavalle266 𝐶𝐷0 =

{
 

 
24𝑅𝑒𝑝

−1 

0.4 +
40

𝑅𝑒𝑝
0.44

 

𝑅𝑒𝑝 < 2 

2 < 𝑅𝑒𝑝 < 500 

500 < 𝑅𝑒𝑝 < 105 

Richardson267  𝐶𝐷0 =

{
 
 

 
 24𝑅𝑒𝑝

−1

24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687)

4/9

 

𝑅𝑒𝑝 < 0.5 

0.5 < 𝑅𝑒𝑝 < 1000 

𝑅𝑒𝑝 > 1000 

Haider & Levenspiel268 𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 + 0.1806𝑅𝑒𝑝

0.687) +
0.4251

1 + 688095𝑅𝑒𝑝
−1

 𝑅𝑒𝑝 < 3 × 105 

Perry 269 𝐶𝐷0 = {

24𝑅𝑒𝑝
−1

18.6𝑅𝑒𝑝
−0.6

0.44

 

𝑅𝑒𝑝  < 0.3 

0.3 < 𝑅𝑒𝑝  < 1000 

1000 < 𝑅𝑒𝑝  < 2 × 10
5 

Massey 270 𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 +

3

16
𝑅𝑒𝑝)

0.5

 𝑅𝑒𝑝 < 100 

Clift & Gauvin271 𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 + 0.15𝑅𝑒𝑝

0.687) +
0.42

1 + 4.25 × 10−4𝑅𝑒𝑝
−1.16  𝑅𝑒𝑝 < 3 × 105 

Morsi261 𝐶𝐷0 =

{
 
 
 
 
 

 
 
 
 
 

24

𝑅𝑒𝑝

22.73 𝑅𝑒𝑝 + 0.0903 𝑅𝑒𝑝
2 + 3.69⁄⁄

29.1667 𝑅𝑒𝑝 − 3.8889 𝑅𝑒𝑝
2 + 1.222⁄⁄

46.5 𝑅𝑒𝑝 − 116.67 𝑅𝑒𝑝
2 + 0.6167⁄⁄

98.33 𝑅𝑒𝑝 − 2778 𝑅𝑒𝑝
2 + 0.3644⁄⁄

148.62 𝑅𝑒𝑝 − 47500 𝑅𝑒𝑝
2 + 0.357⁄⁄

−49.546 𝑅𝑒𝑝 − 578700 𝑅𝑒𝑝
2 + 0.46⁄⁄

−1662.5 𝑅𝑒𝑝 − 5416700 𝑅𝑒𝑝
2 + 0.5191⁄⁄

 

𝑅𝑒𝑝  < 0.1 

0.1 < 𝑅𝑒𝑝  < 1 

1 < 𝑅𝑒𝑝  < 10 

10 < 𝑅𝑒𝑝  < 100 

100 < 𝑅𝑒𝑝  < 1000 

1000 < 𝑅𝑒𝑝  < 5000 

5000 < 𝑅𝑒𝑝  < 10
4 

104 < 𝑅𝑒𝑝  < 5 × 104 



Appendix 

168 

Clift & Gilbert224  𝐶𝐷0 =
40

𝑅𝑒𝑝
0.85 + 0.48 2 < 𝑅𝑒𝑝  < 2000 

Molerus272  𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 +

1

6
𝑅𝑒𝑝

0.5) + 0.4  𝑅𝑒𝑝 < 3 × 105 

Chow 273 𝐶𝐷0 =

{
 
 
 

 
 
 

24

𝑅𝑒𝑝
 

24

𝑅𝑒𝑝
0.646

0.5
0.000366𝑅𝑒𝑝

0.4275

0.18 

 

𝑅𝑒𝑝 ≤ 1 

1 < 𝑅𝑒𝑝 ≤ 400 

400 < 𝑅𝑒𝑝 ≤ 3 × 105 

3 × 105 < 𝑅𝑒𝑝 ≤ 2 × 10
6 

𝑅𝑒𝑝 > 2 × 106 

White274  𝐶𝐷0 =
24

𝑅𝑒𝑝
+

6

1 + 𝑅𝑒𝑝
0.5 + 0.4  𝑅𝑒𝑝 < 2 × 105 

Ganser275 𝐶𝐷0 =
24

𝑅𝑒𝑝
(1 + 0.1118𝑅𝑒𝑝

0.687) +
0.4305

1 + 3305𝑅𝑒𝑝
−1

 𝑅𝑒𝑝 < 105 

Alex 276  𝐶𝐷0 = {

24

𝑅𝑒𝑝
(1 +

1

6
𝑅𝑒𝑝

2/3
)

0.424

 

𝑅𝑒𝑝 < 1000 

𝑅𝑒𝑝 ≥ 1000 

Xu & Li170  𝐶𝐷0 =

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 

24

𝑅𝑒𝑝
 

 
27

𝑅𝑒𝑝
0.89 

20.4

𝑅𝑒𝑝
0.69

7.8

𝑅𝑒𝑝
0.43

1.16

𝑅𝑒𝑝
0.13 

0.15𝑅𝑒𝑝
0.11

4.26

𝑅𝑒𝑝
0.19

 

𝑅𝑒𝑝 ≤ 0.3 

0.3 < 𝑅𝑒𝑝 ≤ 4 

4 < 𝑅𝑒𝑝 ≤ 40 

40 < 𝑅𝑒𝑝 ≤ 600 

600 < 𝑅𝑒𝑝 ≤ 5000 

5000 < 𝑅𝑒𝑝 ≤ 70000 

70000 < 𝑅𝑒𝑝 ≤ 105 
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Appendix B Drag Models for Uniform Particle Systems 

Drag model types Mathematical formulation 

Wen–Yu171 𝑓(𝛼𝑔, 𝑅𝑒𝑝) = 𝛼𝑔
−2.65 

Happel277 𝑓(𝛼𝑔, 𝑅𝑒𝑝) =
3 + 2(1 − 𝛼𝑔)

5 3⁄

3 − 4.5(1 − 𝛼𝑔)
1 3⁄

+ 4.5(1 − 𝛼𝑔)
5 3⁄

− 3(1 − 𝛼𝑔)
2
 

Ishii & Zuber278 

𝐶𝐷 =
24

𝑅𝑒′
(1 + 0.1𝑅𝑒′

0.75
) 

𝑅𝑒′ =
𝜌𝑔|𝑢𝑠|𝑑𝑠
𝜇𝑚𝑖𝑥

,     𝜇𝑚𝑖𝑥 = 𝜇𝑔 (1 −
𝛼𝑝

𝛼𝑝.𝑚𝑎𝑥
)

−2.5𝛼𝑝.𝑚𝑎𝑥

,     𝛼𝑝.𝑚𝑎𝑥 = 0.62 

Gibilaro279 𝛽 =
𝛼𝑔𝛼𝑝
𝑑𝑠

𝜌𝑔|𝑢𝑠| (
17.3

𝑅𝑒𝑝
+ 0.336)𝛼𝑔

−2.8 

Syamlal–O’Brien280 
𝑓(𝛼𝑔, 𝑅𝑒𝑝) =

𝐶𝐷𝑠(𝑅𝑒𝑝 𝑉𝑟⁄ )

𝑉𝑟
2

, 𝐶𝐷𝑠 = (0.63 +
4.8

√𝑅𝑒𝑝
)

2

 

𝑉𝑟 = 0.5 [𝐴 − 0.06𝑅𝑒𝑝 +√(0.06𝑅𝑒𝑝)
2
+ 0.12𝑅𝑒𝑝(2𝐵 − 𝐴) + 𝐴

2] 

𝐴(𝛼𝑔) = 𝛼𝑔
4.14, 𝐵(𝛼𝑔) = {

0.8𝛼𝑔
1.28   , 𝛼𝑔 < 0.85

𝛼𝑔
2.65         , 𝛼𝑔 > 0.85

 

Gidaspow262 

𝛽 =

{
 
 

 
 
3

4

𝛼𝑔𝛼𝑝

𝑑𝑝
𝜌𝑔|𝑢𝑠|𝐶𝐷0𝛼𝑔

−2.65        , 𝛼𝑔 > 0.8

150
𝛼𝑝
2𝜇𝑔
𝛼𝑔𝑑𝑝

2
+ 1.75

𝛼𝑝𝜌𝑔|𝑢𝑠|

𝑑𝑝
       , 𝛼𝑔 < 0.8
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Di Felice163 
𝑓𝐷𝑖 =

3

4
(0.63 +

4.8

𝑅𝑒𝑝
0.5)

2

𝑅𝑒𝑝𝛼𝑔
1−𝛾

 

𝛾 = 3.7 − 0.65exp (−
(1.5 − 𝑙𝑜𝑔𝑅𝑒𝑝)

2

2
) 

Gidaspow blend281 
𝛽 = 𝑊

3𝜌𝑔𝐶𝐷𝑅𝑒𝑝
4𝜌𝑝𝑑𝑝

|𝑢𝑠|𝛼𝑔
−1.7 + (1 −𝑊)

𝜌𝑔
𝜌𝑝
[1.75 + (1 − 𝛼𝑔)

150

𝑅𝑒𝑝
]
|𝑢𝑠|

𝑑𝑝
 

𝑊 = 𝑎𝑟𝑐𝑡𝑎𝑛 (150(𝛼𝑔 − 0.8)) 𝜋 + 0.5⁄  

HKL282-284 𝑓(𝛼𝑔, 𝑅𝑒𝑝) = (1 − 𝛼𝑔)
2
𝐹 

𝐹 = {
𝐹0(𝛼𝑝) + 𝐹1(𝛼𝑝)𝑅𝑒𝑝

2      , 𝑅𝑒𝑝 < 20

𝐹0(𝛼𝑝) + 𝐹2(𝛼𝑝)𝑅𝑒𝑝      , 𝑅𝑒𝑝 ≥ 20
 

𝐹0(𝛼𝑝) =

{
 
 

 
 1 + 3(𝛼𝑝/2)

0.5
+ (135/64)𝛼𝑝𝑙𝑛𝛼𝑝 + 16.456𝛼𝑝

1 + 0.681𝛼𝑝 − 8.48𝛼𝑝
2 + 8.16𝛼𝑝

3 , 𝛼𝑝 < 0.4

10𝛼𝑝

(1 − 𝛼𝑝)
3     , 𝛼𝑝 > 0.4

 

𝐹1(𝛼𝑝) = 0.110 + 5.10 × 10
−4𝑒(11.6𝛼𝑝) 

𝐹2(𝛼𝑝) = 0.0673 + 0.212𝛼𝑝 + 0.0232/(1 − 𝛼𝑝)
5
 

BVK285-287 
𝑓(𝛼𝑔, 𝑅𝑒𝑝) =

10(1 − 𝛼𝑔)

𝛼𝑔
2

+ 𝛼𝑔
2 [1 + 1.5(1 − 𝛼𝑔)

0.5
] +

0.413𝑅𝑒𝑝
24𝛼𝑔

2
[
𝛼𝑔
−1 + 3𝛼𝑔(1 − 𝛼𝑔) + 8.4𝑅𝑒𝑝

−0.343

1 + 103(1−𝛼𝑔)𝑅𝑒𝑝
2𝛼𝑔−2.5

] 

𝛼𝑔 ∈ [0.4,0.9], 𝑅𝑒𝑝 ∈ [21,1049.4] 

Rubinstein288, 289 𝑓(𝛼𝑔, 𝑆𝑡) = 𝛼(𝑆�̃�)𝐹𝑣𝑎𝑛𝑑𝑒𝑟𝐻𝑜𝑒𝑓(𝛼𝑔) + (1 − 𝛼(𝑆�̃�))𝛼𝑔
−2.65 

𝑆�̃� =
𝑆𝑡

𝛼𝑔
2
, 𝐹𝑣𝑎𝑛𝑑𝑒𝑟𝐻𝑜𝑒𝑓(𝛼𝑔) =

10(1 − 𝛼𝑔)

𝛼𝑔
+ 𝛼𝑔

3(1 + 1.5√1 − 𝛼𝑔) 
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HYS290, 291 

 
𝑓𝐷𝑖−𝑓𝑖𝑥𝑒𝑑
∗ =

1

𝛼𝑔
+ (𝐹𝐷−𝑓𝑖𝑥𝑒𝑑

∗ −
1

𝛼𝑔
) [𝑎𝑦𝑖 + (1 − 𝑎)𝑦𝑖

2], 𝛼𝑔 ∈ [0.5,0.9] 

𝑓𝐷−𝑓𝑖𝑥𝑒𝑑
∗ =

10(1 − 𝛼𝑔)

𝛼𝑔
2

+ 𝛼𝑔
2 [1 + 1.5(1 − 𝛼𝑔)

0.5
] 

𝑎 = 1 − 2.66(1 − 𝛼𝑔) + 9.096(1 − 𝛼𝑔)
2
− 11.338(1 − 𝛼𝑔)

3
 

𝑦𝑖 =
𝑑𝑖
〈𝑑〉

, 〈𝑑〉 =
𝑛1𝑑1

3 + 𝑛2𝑑2
3

𝑛12 + 𝑛2𝑑2
2  

TGS165 

𝑓(𝛼𝑔, 𝑅𝑒𝑝) =

24
𝑅𝑒𝑝

(1 + 0.15𝑅𝑒𝑝
0.687)

𝛼𝑔
3 + 𝐹1 + 𝐹2 

𝐹1 =
5.81(1 − 𝛼𝑔)

𝛼𝑔
3 + 0.48

(1 − 𝛼𝑔)
1/3

𝛼𝑔
4

 

𝐹2 = (1 − 𝛼𝑔)
3
𝑅𝑒𝑝 (0.95 +

(1 − 𝛼𝑔)
3

𝛼𝑔
2

) 

𝛼𝑔 ∈ [05,0.9]      𝑅𝑒𝑝 ∈ [20,300] 

TPKKV292 
𝑓(𝛼𝑔, 𝑅𝑒𝑝) =

10(1 − 𝛼𝑔)

𝛼𝑔
2

+ 𝛼𝑔
2 [1 + 1.5(1 − 𝛼𝑔)

0.5
] 

+[0.11(1 − 𝛼𝑔)(2 − 𝛼𝑔) −
0.00456

𝛼𝑔
4

+ (0.169𝛼𝑔 +
0.0644

𝛼𝑔
4

)𝑅𝑒𝑝
−0.343] 

𝛼𝑔 ∈ [0.4,0.9], 𝑅𝑒𝑝 ∈ [50,1000] 
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Appendix C Parameters of EMMS Drag Model for Heterogeneous Systems 179-181, 293-295  

Parameters Dense phase Dilute phase Interphase Total 

Gas density 𝜌𝑔 𝜌𝑔 𝜌𝑔 / 

Particle density 𝜌𝑝 𝜌𝑝 𝜌𝑝(1 − 𝛼𝑑𝑒) / 

Particle and cluster size 𝑑𝑝 𝑑𝑝 𝑑𝑐𝑙(cluster) / 

Void ratio 𝛼𝑑𝑒 𝛼𝑑𝑖 1 − 𝑓 𝛼𝑔 = 𝛼𝑑𝑖(1 − 𝑓) + 𝛼𝑑𝑒𝑓 

Volume ratio 𝑓 1 − 𝑓 / 1 

Appearances 

Speed 

Gas 𝑢𝑔𝑑𝑒 𝑢𝑔𝑑𝑖 𝑢𝑔𝑑𝑖(1 − 𝑓) 𝑢𝑔 = 𝑢𝑔𝑑𝑖(1 − 𝑓) + 𝑢𝑔𝑑𝑒𝑓 

Particle 𝑢𝑝𝑑𝑒 𝑢𝑝𝑑𝑖 / 𝑢𝑝 = 𝑢𝑝𝑑𝑖(1 − 𝑓) + 𝑢𝑝𝑑𝑒𝑓 

Slip 𝑢𝑠𝑑𝑒 = 𝑢𝑔𝑑𝑒 −
𝑢𝑝𝑑𝑒𝛼𝑑𝑒
1 − 𝛼𝑑𝑒

 𝑢𝑠𝑑𝑖 = 𝑢𝑔𝑑𝑖 −
𝑢𝑝𝑑𝑖𝛼𝑑𝑖
1 − 𝛼𝑑𝑖

 𝑢𝑠𝑖𝑛𝑡 = (𝑢𝑔𝑑𝑖 −
𝑢𝑝𝑑𝑒𝛼𝑑𝑖
1 − 𝛼𝑑𝑒

) (1 − 𝑓) 𝑢𝑠 = 𝑢𝑔 −
𝑢𝑝𝛼𝑔
1 − 𝛼𝑔

 

Reynolds number 𝑅𝑒𝑑𝑒 = 𝑢𝑠𝑑𝑒𝑑𝑝𝜌𝑔 𝜇𝑔⁄  𝑅𝑒𝑑𝑖 = 𝑢𝑠𝑑𝑖𝑑𝑝𝜌𝑔 𝜇𝑔⁄  𝑅𝑒𝑖𝑛𝑡 = 𝑢𝑠𝑖𝑛𝑡𝑑𝑐𝑙𝜌𝑔 𝜇𝑔⁄  / 

Drag 

force 

Single particle 𝐶𝐷0𝑑𝑒 = 24 𝑅𝑒𝑑𝑒⁄ + 3.6 𝑅𝑒𝑑𝑒
0.313⁄  𝐶𝐷0𝑑𝑖 = 24 𝑅𝑒𝑑𝑖⁄ + 3.6 𝑅𝑒𝑑𝑖

0.313⁄  𝐶𝐷0𝑖𝑛𝑡 = 24 𝑅𝑒𝑖𝑛𝑡⁄ + 3.6 𝑅𝑒𝑖𝑛𝑡
0.313⁄  / 

Fluidized particles 𝐶𝐷𝑑𝑒 = 𝐶𝐷0𝑑𝑒𝛼𝑑𝑒
−4.7 𝐶𝐷𝑑𝑖 = 𝐶𝐷0𝑑𝑖𝛼𝑑𝑖

−4.7 𝐶𝐷𝑖𝑛𝑡 = 𝐶𝐷0𝑑𝑖(1 − 𝑓)
−4.7 / 

Number of particles per unit 

volume or number of clusters 
𝑛𝑑𝑒 =

6(1 − 𝛼𝑑𝑒)

𝜋𝑑𝑝
3  𝑛𝑑𝑖 =

6(1 − 𝛼𝑑𝑖)

𝜋𝑑𝑝
3  𝑛𝑖𝑛𝑡 =

6𝑓

𝜋𝑑𝑐𝑙
3  / 

Force 𝐹𝐷𝑑𝑒 =
1

8
𝜌𝑔𝜋𝑑𝑝

2𝑢𝑠𝑑𝑒
2 𝐶𝐷𝑑𝑒 𝐹𝐷𝑑𝑖 =

1

8
𝜌𝑔𝜋𝑑𝑝

2𝑢𝑠𝑑𝑖
2 𝐶𝐷𝑑𝑖 𝐹𝑏𝑢𝑙𝑘 =

1

8
𝜌𝑔𝜋𝑑𝑐𝑙

2 𝑢𝑖𝑛𝑡
2 𝐶𝐷𝑖𝑛𝑡 / 

Pressure drop per unit volume ∆𝑃𝑑𝑒 = 𝑛𝑑𝑒𝐹𝐷𝑑𝑒 ∆𝑃𝑑𝑖 = 𝑛𝑑𝑖𝐹𝐷𝑑𝑖 ∆𝑃𝑖𝑛𝑡 = 𝑛𝑑𝑖𝑛𝑡𝐹𝑏𝑢𝑙𝑘 / 

Energy 

consumption 

Unit volume (𝑊𝑠𝑡)𝑑𝑒 = ∆𝑃𝑑𝑒𝑢𝑠𝑑𝑒𝑓 (𝑊𝑠𝑡)𝑑𝑖 = ∆𝑃𝑑𝑒𝑢𝑠𝑑𝑖(1 − 𝑓) (𝑊𝑠𝑡)𝑖𝑛𝑡 = ∆𝑃𝑖𝑛𝑡𝑢𝑠𝑑𝑖(1 − 𝑓) 𝑊𝑠𝑡 

Unit mass (𝑁𝑠𝑡)𝑑𝑒 =
(𝑊𝑠𝑡)𝑑𝑒

(1 − 𝛼𝑔)𝜌𝑝
 (𝑁𝑠𝑡)𝑑𝑖 =

(𝑊𝑠𝑡)𝑑𝑖

(1 − 𝛼𝑔)𝜌𝑝
 (𝑁𝑠𝑡)𝑖𝑛𝑡 =

(𝑊𝑠𝑡)𝑖𝑛𝑡

(1 − 𝛼𝑔)𝜌𝑝
 𝑁𝑠𝑡 
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Appendix D Filtered Drag Models for Heterogeneous Systems 

Drag model Mathematical formulation 

Sarkar178, 296 

𝐹𝑆𝑎𝑟𝑘𝑎𝑟 = (1 − 𝐻3𝐷
𝑡𝑤𝑜)𝛽𝑊𝑌(𝒖𝒈 − 𝒖𝒑), 𝐻3𝐷

𝑡𝑤𝑜 = 𝑚𝑖𝑛

{
 

 

(𝑎 +
𝑏

|𝑢𝑠𝑙𝑖𝑝
∗ |

) (1 − 𝛼𝑔)
(𝑐+

𝑑

|𝑢𝑠𝑙𝑖𝑝
∗ |

)

0.97

 

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ = 0.6748, 𝑎 = 0.9240, 𝑏 = 0.2370, 𝑐 = −0.03102, 𝑑 = 0.4189 

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ ∈ [1.3495,6.7476], 𝑎 = 0.9506, 𝑏 = 0.1708, 𝑐 = 0.049(

1

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ ) , 𝑑 = 0.3358 

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ = 𝑚𝑎𝑥 (

𝑔∆𝑓𝑖𝑙𝑡𝑒𝑟

𝑢𝑡
2 , 0.5) , 𝑢𝑠𝑙𝑖𝑝

∗ =
𝑢𝑠𝑙𝑖𝑝
𝑢𝑡

, 𝑢𝑡 =
(𝜌𝑝 − 𝜌𝑔)𝑔𝑑𝑝

2

18𝜇𝑔
 

Radl184 

𝛽𝑅𝑎𝑑𝑙 = 𝛽𝑊𝑌 [1 − 𝑓 (
∆𝑓𝑖𝑙𝑡𝑒𝑟
𝐿𝑐

, 𝛼𝑝) ℎ(𝛼𝑝)] 

𝑓 (
∆𝑓𝑖𝑙𝑡𝑒𝑟
𝐿𝑐

, 𝛼𝑝) =
1

𝑎(𝛼𝑝)(𝐿𝑐 ∆𝑓𝑖𝑙𝑡𝑒𝑟⁄ ) + 1
, 𝐿𝑐 =

𝑢𝑡
2

𝑔
𝐹𝑟𝑝

−2/3
 

𝑎(𝛼𝑝) =

{
 
 
 

 
 
 

21.51  , 𝛼𝑝 < 0.016

1.96 + 29.40𝛼𝑝 + 164.91𝛼𝑝
2 − 1923𝛼𝑝

3          ,0.016 < 𝛼𝑝 ≤ 0.10

4.63 + 4.68(𝛼𝑝 − 0.1) − 412.04(𝛼𝑝 − 0.1)
2
+ 2254(𝛼𝑝 − 0.1)

3
    ,0.10 < 𝛼𝑝 ≤ 0.18

3.52 − 17.99(𝛼𝑝 − 0.18) + 128.8(𝛼𝑝 − 0.18)
2
− 603(𝛼𝑝 − 0.18)

3
    ,0.18 < 𝛼𝑝 ≤ 0.25

2.68 − 8.82(𝛼𝑝 − 0.25) + 2.18(𝛼𝑝 − 0.25)
2
+ 112.33(𝛼𝑝 − 0.25)

3
    ,0.25 < 𝛼𝑝 ≤ 0.40

1.79        ,0.40 < 𝛼𝑝
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ℎ(𝛼𝑝) =

{
 
 
 
 
 

 
 
 
 
 

7.97𝛼𝑝      , 𝛼𝑝 < 0.03

0.239 + 4.64(𝛼𝑝 − 1) − 4.41(𝛼𝑝 − 0.03)
2
+ 253.63(𝛼𝑝 − 0.03)

3
        ,0.03 < 𝛼𝑝 ≤ 0.08

0.492 + 6.10(𝛼𝑝 − 0.08) + 33.63(𝛼𝑝 − 0.08)
2
− 789.6(𝛼𝑝 − 0.08)

3
    ,0.08 < 𝛼𝑝 ≤ 0.12

0.739 + 5.01(𝛼𝑝 − 0.12) − 61.1(𝛼𝑝 − 0.12)
2
+ 310.8(𝛼𝑝 − 0.12)

3
      ,0.12 < 𝛼𝑝 ≤ 0.18

0.887 + 1.03(𝛼𝑝 − 0.18) − 5.17(𝛼𝑝 − 0.18)
2
+ 5.99(𝛼𝑝 − 0.18)

3
        ,0.18 < 𝛼𝑝 ≤ 0.34

0.934 − 0.17(𝛼𝑝 − 0.34) − 2.29(𝛼𝑝 − 0.34)
2
− 9.12(𝛼𝑝 − 0.34)

3
        ,0.34 < 𝛼𝑝 ≤ 0.48

0.850 − 1.35(𝛼𝑝 − 0.48) − 6.132(𝛼𝑝 − 0.48)
2
− 132.6(𝛼𝑝 − 0.48)

3
    ,0.48 < 𝛼𝑝 ≤ 0.55

0.680 − 2.34(𝛼𝑝 − 0.55) − 252.2(𝛼𝑝 − 0.55)
2
  ,0.55 < 𝛼𝑝 ≤ 0.60

  

Gao–Sarkar 177 

𝛽𝑆𝑎𝑟𝑘𝑎𝑟 = {
[1 − 0.95 (1 − 𝑒−𝛼(𝑢𝑠𝑙𝑖𝑝

∗ −𝑢0)
𝑝

)] 𝛽𝑊𝑌      , 𝑢𝑠𝑙𝑖𝑝
∗ > 𝑢0

𝛽𝑊𝑌                                 , 𝑢𝑠𝑙𝑖𝑝
∗ ≤ 𝑢0

  

𝛼 =
(𝑎1 + 𝑎2𝛼𝑝 + 𝑎3𝛼𝑝

2+𝑎4𝛼𝑝
3+𝑎5𝛼𝑝

4)(1 − 𝑒−300𝛼𝑝)

1 + 𝑒100(𝛼𝑝−0.55)
(1 +

𝑎6
∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ +

𝑎7

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ 2)(1 +

𝑎8

𝑢𝑠𝑙𝑖𝑝
∗ 2) 

𝑢0 =
𝑎9 + 𝑎10𝛼𝑝

0.01 + 𝛼𝑝
𝑎11
(1 +

𝑎12
∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ +

𝑎13

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ 2) 

𝑝 = (𝑎14 + 𝑎15𝛼𝑝 + 𝑎16𝛼𝑝
2) (1 +

𝑎17
∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ +

𝑎18

∆𝑓𝑖𝑙𝑡𝑒𝑟
∗ 2) 

𝑎𝑖

{
 
 

 
 

1,2,3
4,5,6
7,8,9

10,11,12
13,14,15
16,17,18}

 
 

 
 

=

{
 
 

 
 
0.75597773,2.73931487,−5.60196497
−1.65853820,16.70299223,−0.44145335
0.18195034,−0.01827347,0.28441799
−1.943573770,0.22177961,0.31175890
−0.15971960,0.47750002,0.062794180
5.13011673,0.67680355,−0.54535726 }
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Appendix E Drag Model Selection in Pneumatic Conveying and Jet 

Flow Scenarios 

Researchers 𝑑𝑝 (mm) 𝜌𝑝 (g/cm3) 𝑢𝑔(m/s) SLR Drag model 
Physical 

Scenes 

Matsumoto et al.297-299 0.5、1 2.5 0.5~10 / Stokes Conveying 

Durst et al.300 0.1、0.5 1~2.5 1~10 0.025~2 Schiller Conveying 

Mostafa et al.158 0.02~0.1 1 0~11.7 0.1~0.5 Clift Jet flows 

Tsuji et al.301-304 0.41~1.1 0.923~1.038 7~20 <10 Clift Conveying 

Lee et al.305 0.1~0.8 2.5 5.66~5.84 1.06~2.22 Stokes 
Suspension 

flows 

Frank et al.261, 306 0.115 2.5 4~13 / Morsi Conveying 

Lun et al.307, 308 1、2 0.95~4.77 7~15 0~5 Clift Conveying 

Ahmadi et al.309-311 1.1 1.038 7、15 1、3 Ishii Conveying 

Rouson & Eaton159 0.028~0.07 0.7~8.8 0~20 / Schiller Conveying 

Sommerfeld et al.312, 313 0.03~0.7 2.5 18~27 0.1~4 Richardson Conveying 

Eskin et al.314 0.1~0.625 2.5 14.25~19.7 1 Richardson Conveying 

Heinl et al.315 0.003 2.5 25~30 0.16~0.64 Clift Conveying 

Makkawi et al.316 0.15 2.5 3 / Gibilaro Conveying 

Jafari et al.317 0.138 2.5 10、15 0.4~1.1 Richardson Conveying 

Patro et al.318, 319 0.2 1.02 6~20 0.4~3 Gidaspow Conveying 

Zhou et al.320 0.1 1.13 2~10 3.7~18.3 Gidaspow Conveying 

Ebrahimi et al.247, 321 0.8~2 2.5 7~9.5 2~3.5 Ergun&WY Conveying 

Ariyaratne et al.322-325  0.08~0.5 1 6~20 0~3.4 Gidaspow Conveying 

Miao et al.326, 327 0.075~0.4 1~1.65 5~29 0~3.5 RDY Conveying 

Zhao et al.328, 329 0.13~0.7 1.02、2.45 10、20 0.1~20 Di Felice Conveying 
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Appendix F Drag Model Selection in Violent Expiratory Events 

Researchers Research content Drag model 

Mohebi et al.330  The trajectory of ink-jet droplets Schiller 

Zhu et al.331 Transport characteristics of saliva droplets produced by coughing Richardson 

Xie et al.37  
How far droplets can move in indoor environments–revisiting the 

Wells evaporation–falling curve 
Alex 

Redrow et al.332  Evaporation and dispersion of airborne sputum droplets Clift 

Ge et al.333 
The effects of human body heat on particle transport and 

inhalation 
Richardson 

Liu et al. 334 Transport of airborne particles from a cough jet Morsi 

Wei et al.263  
Enhanced spread of expiratory droplets by turbulence in a cough 

jet 
Richardson 

Liu & Wei84 Evaporation and dispersion of respiratory droplets from coughing Alex 

Sahu et al.335 
Interaction of droplet dispersion and evaporation in a 

polydispersed spray 
Stokes 

Zhang et al.336  
Distribution of droplet aerosols generated by mouth coughing 

and nose 
Clift 

Balachandar et al.79 Host-to-host airborne transmission Schiller 

Li et al.38   The dispersion of evaporating cough droplets  Morsi 

Wang et al.70  The motion of respiratory droplets produced by coughing White 

Pendar et al.83  
The distribution of virus carrying saliva droplets during sneeze 

and cough 
Richardson 

Wang & Wu161 
A model used to study the mechanisms for airborne pathogens, 

e.g., influenza virus and new coronavirus. 
Richardson 

Liu & Allahyari39 
Airborne spreading of viral contagion from sneezing and 

coughing 
Schiller 
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Appendix G Case Settling 

Section Case number Drag model 
Entrainment 

coefficient Ce 

Velocity 

distribution 
Outlet type 

5.5.1.1 

Figure 5.8 

DM #1 HPJ 1.5 VD-5 Outflow 

DM #2 HPJ-SR1 1.5 VD-5 Outflow 

DM #3 HPJ-SR2 1.5 VD-5 Outflow 

DM #4 HPJ-SR3 1.5 VD-5 Outflow 

DM #5 HPJ-SR4 1.5 VD-5 Outflow 

DM #6 Rudinger-E 1.5 VD-5 Outflow 

DM #7 Morsi 1.5 VD-5 Outflow 

DM #8 Wen-Yu 1.5 VD-5 Outflow 

DM #9 Gidaspow 1.5 VD-5 Outflow 

5.5.1.2 

Figure 5.10 

DRe #1 HPJ 1.5 VD-5 Outflow 

DRe #2 HPJ-1 1.5 VD-5 Outflow 

DRe #3 HPJ-2 1.5 VD-5 Outflow 

DRe #4 HPJ-3 1.5 VD-5 Outflow 

DRe #5 HPJ-4 1.5 VD-5 Outflow 

DRe #6 HPJ-5 1.5 VD-5 Outflow 

5.5.2 

Figure 5.13 

EC #1 HPJ 1.0 VD-5 Outflow 

EC #2 HPJ 1.1 VD-5 Outflow 

EC #3 HPJ 1.2 VD-5 Outflow 

EC #4 HPJ 1.3 VD-5 Outflow 

EC #5 HPJ 1.5 VD-5 Outflow 

EC #6 HPJ 1.7 VD-5 Outflow 

EC #7 HPJ 2.0 VD-5 Outflow 

5.5.3 

Figure 5.15 

VD #1 HPJ 1.5 VD-1 Outflow 

VD #2 HPJ 1.5 VD-2 Outflow 

VD #3 HPJ 1.5 VD-3 Outflow 

VD #4 HPJ 1.5 VD-4 Outflow 

VD #5 HPJ 1.5 VD-5 Outflow 

VD #6 HPJ 1.5 VD-6 Outflow 

VD #7 HPJ 1.5 VD-7 Outflow 

VD #8 HPJ 1.5 VD-8 Outflow 

VD #9 HPJ 1.5 VD-9 Outflow 

5.5.4 

Figure 5.16 

OT #1 HPJ 1.5 VD-5 Pressure out 

OT #2 HPJ 1.5 VD-5 Outflow 
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Continued 

Section Case number Exp. number Drag model 
Velocity 

distribution 

Outlet 

type 

5.5.5 

Figure 5.17 

MDM #1 #1 HPJ 

Center 

velocity 
Outflow 

MDM #2 #1 HPJ-SR1 

MDM #3 #1 HPJ-SR2 

MDM #4 #1 HPJ-SR3 

MDM #5 #1 HPJ-SR4 

MDM #6 #1 Rudinger-E 

MDM #7 #1 Morsi 

MDM #8 #1 Wen-Yu 

MDM #9 #1 Gidaspow 

5.5.5 

Figure 5.18 

Exp. #1 #1 HPJ-SR4 

Center 

velocity 
Outflow 

Exp. #2 #2 HPJ-SR4 

Exp. #3 #3 HPJ-SR4 

Exp. #4 #4 HPJ-SR4 

Exp. #5 #5 HPJ-SR4 

Exp. #6 #6 HPJ-SR4 
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