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Abstract

The purpose of this dissertation is to design some new TDC architectures suitable
for implementation with fine digital CMOS. These architectures can either reduce
circuit complexity significantly compared to conventional TDCs while keeping
comparable performance and glitch-free characteristics, or achieve fine time resolution,
high linearity, and self-calibration features.

Mathematics is the language of electronic and electrical engineering. Mathematical
concepts and methods are used in all areas of electronic and electrical engineering.
Especially, number theory and coding theory in mathematics are found to be suitable
for circuit design, as number theory and coding theory combine mathematical elegance

and some engineering problems to an unusual degree.

To attain the main objective to design some new TDC architectures suitable for
implementation with fine digital CMOS, mathematical methods such as number theory
and coding theory are introduced into the design of TDC architectures. In detail,
residue number system, Gray code, and cyclic code are applied in parallel ring
oscillator TDC architectures, in order to reduce hardware, power consumption, as well
as chip area significantly compared to a flash type TDC, while keeping comparable
performance and glitch-free characteristics. Furthermore, stochastic process theory is
also applied in TDC architecture to utilize the large variation in circuit characteristics
of fine CMOS. The stochastic architecture with self-calibration feature can realize a

linear TDC with fine (sub-picosecond) time-resolution.

Chapter 1 introduces the background, the motivation, and the objectives of this
research and the proposed approaches. Chapter 2 discusses the basic TDC
specifications and its architectures. Chapter 3 presents proposed parallel ring oscillator
TDCs based on residue number system, Gray code, and cyclic code. Their RTL
simulation waveforms, FPGA implementation and verification results are presented
and discussed. Chapter 4 presents proposed stochastic TDC based on stochastic

process theory. The RTL simulation waveforms, FPGA implementation and

Xii



verification results are presented and discussed. Chapter 5 summarizes conclusions

obtained through this research.

Applying number theory, coding theory and stochastic process theory in TDC circuit
design is showing the beauty of the particular combination of mathematics and
engineering. We make fully digital FPGA implementation (design, simulation,
verification, and testing) of these TDCs. The design work uses only RTL (without
SPICE) simulation and FPGA (instead of full custom CMOS) implementation, which

would be suitable for mixed-signal SoC design in nano-CMOS era.
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Chapter 1
INTRODUCTION

In this chapter, the research background and motivation are introduced in section 1.1.
Then the research objective and approach are discussed in section 1.2 and section 1.3
respectively. Finally, the outline of the thesis is described in section 1.4.

1.1 Research Background and Motivation

With the integrated circuit fabrication technologies (e.g., CMOS) reach the deep
sub-micrometer regime, circuits that process analog voltage signals encounter scaling
impediments. As the supply voltage decreases in accordance with the scale shrinkage of
semiconductor processes, there is often not enough voltage headroom for any
sophisticated analog architectures, e.g., cascades [1]. And while voltage levels decrease
continuously noise does not scale, the signal-to-noise ratio (SNR) degrades and the
noise would cause a meta-stability issue. Since most applications have stringent
performance requirements in terms of SNR and distortion ratio, i.e., resolution, it is
getting more difficult to design the analog circuit part in the voltage-domain that

configures the mixed-signal chip [2].

Voltage Resolution Time Resolution
N =
@y H++++H
cMos - >
Scaling

Voltage

Time CMOS
Scaling
|”””””””\| (e®)

' Voltage

Time

Fig. 1.1 The way to the time domain

On the other hand, the positive side of scaling, the switching characteristics of MOS

transistors offer excellent timing accuracy at high frequencies. Thus, a new design

1



paradigm with deep sub-micrometer CMOS technologies is possible, in which the
time-domain resolution of a digital signal edge transition is superior to the voltage

resolution of an analog signal [3].

In electronics, a Time-to-Digital-Converter (TDC) is a device measuring the time
interval between two signals and converting it into digital (binary) output. Advanced
CMOS process enables TDC time resolution of several pico-seconds, and the resolution
improves as switching speed increases. TDC is playing an increasingly important role in
the nano-CMOS era, as it is well suited to implementation with fine digital CMOS
processes [4][5][6][7].

1.2 Research Objective

In current Systems-on-a-Chip (SoC), digital technology is dominant although there
are usually some analog circuits present. Most devices are targeted for digital circuit
improvement; if the design of analog/mixed-signal (AMS) circuits were taken into
account, the manufacturing cost would increase. The role of AMS circuit designers, who
have to be very adaptive, is to design high-performance AMS circuits utilizing
digital-friendly devices. Nano CMOS processes are digital device oriented and AMS
designers face challenges of low voltage supply, small intrinsic gain and large device
parameter variation as well as reliability and testing problems. The solution to this
problem has been suggested as digitally-assisted analog technology, which utilizes

digital technology extensively for AMS circuit performance improvement.

As CMOS processes scale down, design and implementation of a full custom SoC
becomes more difficult technically and economically. On the other hand, a field
programmable gate array (FPGA) is attractive due to its flexibility, and it can be used
for so-called disruptive innovation. We consider that FPGA implementation (design,
simulation, verification, and testing) of all AMS, logic and memory would be one of the

goals for the digitally-assisted analog technology.

In nano CMOS era, a TDC plays an important role. Varieties of TDC architectures are

proposed, such as flash-type TDC, Vernier delay line TDC, and so on. However,



conventional TDC architectures have disadvantages on circuit complexity, and

non-linearity due to buffer delay mismatches [6][9].

Based on above consideration, the main objective of this study is to design some new
TDC architectures suitable for implementation with fine digital CMOS. These
architectures can either reduce circuit complexity significantly compared to
conventional TDCs while keeping comparable performance and glitch-free
characteristics, or achieve fine time resolution, high linearity, and self-calibration
features. We make fully digital FPGA implementation (design, simulation, verification,
and testing) of these TDCs. The design work uses only RTL (without SPICE) simulation
and FPGA (instead of full custom CMQOS) implementation, which would be suitable for
mixed-signal SoC design in nano-CMOS era.

1.3 Approach

Mathematics is the language of electronic and electrical engineering. A number of
electrical laws (e.g., Maxwell's equations for electromagnetics, Kirchhoff's Rules for
circuit analysis) are mathematical expressions. Mathematical concepts and methods are
used in all areas of electronic and electrical engineering. For example, Circuit analysis
is the study of methods of solving generally linear systems for unknown variables such

as the voltage at a certain node or the current through a certain branch of a network.

Especially, number theory and coding theory in mathematics are found to be suitable
for circuit design, as number theory and coding theory combine mathematical elegance
and some engineering problems to an unusual degree. Number theory, sometimes called
"higher arithmetic", is a branch of pure mathematics devoted primarily to the study of
the natural numbers and the integers. It is sometimes called "The Queen of
Mathematics” because of its foundational place in the discipline. Coding theory,
sometimes called algebraic coding theory, is the study of the properties of codes and
their fitness for a specific application. It makes use of classical and modern algebraic
techniques involving finite fields, group theory, and polynomial algebra. It has

connections with other areas of discrete mathematics, especially number theory.



Recently, several novel circuit design schemes have been proposed based on number
theory and coding theory. The major advantage of applying number theory and coding
theory is the beauty of this particular combination of mathematics and engineering. For
example, Fibonacci sequence is applied in SAR ADC algorithm design to realize
reliable and high-speed SAR AD conversion [10]. Magic square is applied in segmented
DAC layout design to reduce the linear gradient error effects and improve the linearity
effectively [11].

To attain the main objective to design some new TDC architectures suitable for
implementation with fine digital CMOS, mathematical methods such as number theory
and coding theory are introduced into the design of TDC architectures. In detail, residue
number system, Gray code, and cyclic code are applied in parallel ring oscillator TDC
architectures, in order to reduce hardware, power consumption, as well as chip area
significantly compared to a flash type TDC, while keeping comparable performance and
glitch-free characteristics. Furthermore, stochastic process theory is also applied in TDC
architecture to utilize the large variation in circuit characteristics of fine CMOS. The
stochastic architecture with self-calibration feature can realize a linear TDC with fine

(sub-picosecond) time-resolution.

1.4 Outline of the Thesis

The outline of this dissertation is as follows:

Chapter 1
This chapter introduces the background, the motivation, and the objectives of this

study and the proposed approaches.

Chapter 2

The chapter discusses the basic TDC specifications and its architectures.

Chapter 3
This chapter presents proposed parallel ring oscillator TDCs based on residue number
system, Gray code, and cyclic code. Their RTL simulation waveforms, FPGA

implementation and verification results are presented and discussed.



Chapter 4

The chapter presents proposed stochastic TDC based on stochastic process theory.

The RTL simulation waveforms, FPGA implementation and verification results are

presented and discussed.

Chapter 5
This chapter summarizes conclusions obtained through this study.

References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Stephan Henzler, “Time-to-Digital Converters”, Springer Series in Advanced
Microelectronics.

Stephan Henzler, Siegmar Koeppe, Dominik Lorenz, Winfried Kamp, Ronald
Kuenemund, Doris Schmitt-Landsiedel, “A Local Passive Time Interpolation
Concept for Variation-Tolerant High-Resolution Time-to-Digital Conversion”,
IEEE Journal of Solid-State Circuits, vol.43, no.7, July 2008.

Guansheng Li, Yahya M. Tousi, Arjang Hassibi, Ehsan Afshari,
“Delay-Line-Based Analog-to-Digital Converters”, IEEE Transactions on Circuits
and System Il: Express Briefs, vol.56, no.6, June 2009.

Robert Bogdan Staszewski, Poras T. Balsara, “All-Digital Frequency Synthesizer
in Deep-Submicron CMOS”, Wiley-Interscience (2006).

T. Komuro, R. Jochen, K. Shimizu, M. Kono, H. Kobayashi, “ADC Architecture
Using Time-to-Digital Converter,” IEICE Transactions on Electronics, vol. J90-C,
no.2, pp.125-133, 2007.

S. Uemori, M. Ishii, H. Kobayashi, D. Hirabayashi, Y. Arakawa, Y. Doi, O.
Kobayashi, T. Matsuura, K. Niitsu, Y. Yano, T. Gake, T. Yamaguchi, N. Takai,
“Multi-bit Sigma-Delta TDC Architecture with Improved Linearity,” Journal of
Electronic Testing : Theory and Applications, Springer, vol.29, no.6, pp.879-892,
December 2013.

K. Katoh, Y. Kobayashi , T. Chujyo , J. Wang, E. Li, C. Li, H. Kobayashi, “A
Small Chip Area Stochastic Calibration for TDC Using Ring Oscillator,” Journal
of Electronic Testing: Theory and Applications, Springer, vol.30, no.6, pp.653-663,



[8]

[9]

[10]

[11]

December 2014.

H. Kobayashi, H. Aoki, K. Katoh, C. Li, “Analog/Mixed-Signal Circuit Design in
Nano CMOS Era”, IEICE Electronics Express, vol.11 no.3, pp.1-15, 2014.

Y. Osawa, D. Hirabayashi, N. Harigai, H. Kobayashi, O. Kobayashi, M. Tsuji, S.
Umeda, R. Shiota, N. Dobashi, M. Watanabe, T. Matsuura, K. Niitsu, T. J.
Yamaguchi, N. Takai, and I. Shimizu, "Phase Noise Measurement and Testing
with Delta-Sigma TDC," in Proc. International Conference on Integrated Circuits,
Design, and Verification (ICDV 2013), pp.105-109, November 2013.

Yutaro Kobayashi, Haruo Kobayashi, “Redundant SAR ADC Algorithm Based on
Fibonacci Sequence”, Advanced Micro-Device Engineering VI, Key Engineering
Materials (2016).

Masashi Higashino, Haruo Kobayashi, “Segmented DAC Linearity Improvement
with Layout Technique Using Magic Square”, 1st International Symposium of
Gunma University Medical Innovation and 6th International Conference on
Advanced Micro - Device Engineering (GUMI&AMDE 2014).



Chapter 2
FUNDAMENTAL OF TIME-TO-DIGITAL
CONVERTER

In this chapter, section 2.1 introduces TDC definition and its applications. Then, the
important TDC specification terms are described in section 2.2. The conventional TDC
architectures are discussed in section 2.3. Finally, the summary is presented in the last

section.

2.1 TDC Definition

A TDC quantizes the time difference between the START pulse and the STOP pulse
and converts this time interval into a digital representation, as illustrated in Fig.2.1 (a).
Measurement is started and stopped, when either the rising or the falling edge of a

signal pulse crosses a set threshold, as shown in Fig.2.1 (b).

START Ti to-Digital C rt r
ime-to- (I_gr:;(!:) onverter | Dout
STOP [—
(@)
AT
Dout
START
— 11010010...
o (Digital Code representing
STOP the time difference between
STARTandSTOP)
(b)

Fig. 2.1 Concept of time-to-digital converter
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TDC circuit consists of mostly digital circuits, and its applications include
time-of-flight measurements, all-digital PLLs, TDC-based ADCs, and so on.

2.2 TDC Performance Parameters

The important performance parameters to evaluate a TDC includes time resolution,

measurement range, nonlinearity, conversion time, and stability [1].

2.2.1 Time Resolution

The term time resolution is used for the minimum time interval that can theoretically

be resolved by the TDC in a single measurement, that is, the quantization step (LSB).

2.2.2 Measurement Range

The measurement range of the TDC defines the maximum time interval that can be
measured [2]. If the time resolution of a TDC is T g, then the measurement range can

be denoted by
DR=2""T,, (2—1)

where DR represents the measurement range, and N refers to the number of bits of
TDC outputs [1].

2.2.3 Nonlinearity

The nonlinearity performances include differential nonlinearity (DNL) and integrated
nonlinearity (INL). DNL is the deviation of a single quantization step from the ideal
value of 1 LSB.

DNL =T -Ts  (272)
where DNL, is the i" value of the differential nonlinearity. T, is the width of the

i" step in real transfer curve, T, isthe ideal 1 LSB step width.



111 4

Real curve i
110 | ==e===- Ideal curve
£ 101 ;
o N
s 100 rr—
o :
T 011 —
> -
& 010 | DNL
001 ;
bt T
0oo LL =° >
Time interval TR

Fig. 2. 2 Definition of differential nonlinearity (DNL) [2]

INL is the deviation of the input-output characteristics from the ideal, straight-line

input-output characteristics. It is defined as the deviation of the step position from its
ideal value normalized to one T, ;. The calculation of INL is given as

INL, :iiDNLi 2—3)

2.2.4 Conversion Time

Conversion time, also known as conversion speed, refers to the time between the end
mark of the input time interval and the moment when the measurement result is ready. It
evaluates the speed of signal processing and device delay at each conversion time

window ina TDC.

2.2.5 Stability

Stability of a TDC is defined as the sensitivity of its characteristics with PVT
(process, voltage, temperature) variations, and the like.



2.3 Basic TDC Structures

2.3.1 Flash-type TDC

Fig.2.3 illustrates the architecture of a basic flash-type TDC. The flash-type TDC
uses a delay line which consists of CMOS inverter buffer delays and D Flip-Flops
(DFFs). The START signal is connected to the delay line input and passes through the
serial delay elements. The output array of the delay buffers are connected to the D input
terminals in the D flip-flop array. The START signal is delayed by an integer multiple
of the buffer delay T. When the STOP signal is on the rising edge, the D flip-flop array
are triggered. The outputs of the D flip-flop array are transferred to the
thermometer-code-to-binary encoder. The encoder produces a digital output D,
representing the time interval between the START signal and the STOP signal [3]. The
measured time interval between the START and STOP signals is equal to a certain

number of steps of buffer delay.

Though the flash-type TDC has the advantages such as high-speed timing
measurement, single-event timing measurement, and all digital implementation, it has a
disadvantage on circuit complexity: for a conventional n-bit delay-chain TDC with 2"
quantization levels, at least a total of 2"-1 delay elements and 2"-1 DFFs are
required, leading to large power and chip area.

START

AT

STOP I I I I _______

STOP Qo0 Q1 Q2 Q3
Encoder — Dout

(a) Block diagram of flash-type TDC
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T Qo=1
a L
T -
b T Q1=1
T -
c ___r Qz2=1
T— Q3=0
d >
STOP

(b) Timing chart of flash-type TDC

Fig. 2. 3 Flash-type TDC

2.3.2 Vernier-type TDC

The time resolution of the flash-type TDC can be improved significantly by using the
gate delay as the basic time unit. The fundamental concept of the delay \ernier
technique is that the timing resolution is determined by the difference between two
propagation delay values. The Vernier structure consists of a pair of tapped delay lines
with a flip—flop at each corresponding pair of taps.

As presented in Fig.2.4, two buffer delay lines are applied in Vernier-type TDC. The
buffer delay in the upper delay line is slightly greater than the buffer delay in the lower
delay line. The START and STOP signal propagate through the upper delay line and the
lower delay line respectively. The START signal is delayed by an integer multiple of
the buffer delay 71, and the STOP signal is delayed by an integer multiple of the buffer
delay 72. The output array of the upper delay line are connected to the D input
terminals in the D flip-flop array. When output array of the lower delay line are on the
rising edge, the D flip-flop array are triggered. The outputs of the D flip-flop array are
transferred to the thermometer-code-to-binary encoder. The encoder produces a digital
output representing the time interval between the START signal and the STOP signal.

As the buffer delay 72 is slightly smaller than the buffer delay 71, the time
difference between the START and STOP signals is decreased in each \Vernier stage by

11



the buffer delay difference (z1—72). The position in the delay line, where the START
signal is caught up by the STOP signal, indicates the information about the time

difference between START and STOP, with the resolution equal to the buffer delay
difference, i.e. T y=71-72.

DA D2 D3 D4
encoder —

Fig. 2.4 Typical Vernier delay line

The measurement range of the TDC based on Vernier delay technique, i.e. the
maximum time that can be measured, can be denoted by t.; =n-(z1-72), where n is

the number of Vernier stages [4].

Although the Vernier delay line TDC improves the resolution effectively, the area and
power consumption is increased dramatically as the dynamic range becomes larger due

to that each stage costs two buffers and one flip-flop [5].

2.3.3 Self-Calibration Technology

Though the flash-type TDC has the advantages such as high-speed timing
measurement, single-event timing measurement, and all digital implementation, its
overall linearity will degrade when there are mismatches among the delay stages due to

device and circuit characteristics variation.

For example, Fig.2.5 illustrates a timing chart for the flash-type TDC, where 7 is

average delay, Az isdeviation from 7, and D is TDC digital output.

12
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(a) Block diagram of a flash-type TDC
START _ |

D1=1

D2=1

Y/

STOP f

Without delay variation

(b) Timing chart of a flash-type TDC (A7 >0)

D3=0
D4=0

START [
1> D1=1
: .aq D2=0
=t
Pl D3=0
P D4=0

STOP E 1

Without delay variation

(c) Timing chart of a flash-type TDC (A7 <0)

stop

D1=1
D2=0
D3=0
: P D D4=0
sTOP i A
With delay variation Az >0
START |
Hr-ar D1-1
> D2=1
ET
2D D3=0
P D4=0

With delay variation Az <0

Fig. 2.5 Timing diagram of TDC circuit
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In Fig.2.5 (b), the left figure shows the timing chart when there is no mismatch
among the delay stages and all delay elements have the same delay 7. As the time
interval of START and STOP signal is between 2z and 3z, the output D1, D2, D3,
D4 are 1, 1, 0, 0 respectively. On the other hand, the right figure illustrates the timing
chart when there are mismatches among the delay stages: the second delay element has
a delay variation of Az>0. The output D2 becomes 0 and the TDC linearity is
degraded.

In Fig.2.5 (c), the left figure shows the timing chart when there is no mismatch
among the delay stages and all delay elements have the same delay 7. As the time
interval of START and STOP signal is between 7 and 27, the output D1, D2, D3, D4
are 1, 0, 0, O respectively. On the other hand, the right figure illustrates the timing chart
when there are mismatches among the delay stages: the second delay element has a

delay variation of Az <0. The output D2 becomes 1 and the TDC linearity is degraded.

Therefore, a self-calibration technique is proposed to compensate for this nonlinearity

[31[8][S].

The flash-type TDC with self-calibration technology is illustrated in Fig.2.6 [10][11].
In Fig.2.6, the self-calibration circuit consists of an upper ring oscillator, D flip-flop
array, and histogram engine/digital error correction circuit. The upper ring oscillator
consists of several delay buffers (in Fig.2.6, the number of delay buffers is 24) and one
inverter. The select signal of the multiplexer determines the handover between
calibration mode and measurement mode (normal operation mode). In calibration mode,
under the control of the multiplexer select signal, the delay line output is connected to
its input and the upper ring oscillator is configured. The histogram engine is used to
acquire histogram data. On the other hand, in measurement mode, under the control of
the multiplexer select signal, the START signal is connected to the delay line input and
the upper ring oscillator closed-loop is open. The digital error correction circuit is
applied to conduct digital error correction operation based on the obtained histogram

data in calibration mode.

The flow chart of self-calibration and digital error correction is illustrated in Fig.2.7.

In calibration mode, the histogram engine measures the relative variation (ratio) among
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the delay elements [10][11][12]. In measurement mode, the digital error correction
circuit corrects the TDC digital output and compensates for the nonlinearity, i.e.

improves the TDC linearity correspondingly.

START
Test mode b ok Ho ok Ho ah
nnﬂ or n1n _|> — _>
STOP L L & &—t— === . L
Encoder
b Dout

Histogram Engine

|

To histogram database

Fig. 2. 6 The self-calibration technology

Self Calibration

Output mode output
TDC > Encoder [~>| Histogram
Engin
wHistogram
Normal mode TDC
output Nonlinearity
Calculation

v \Calibration Information

- - - )
Digital Error Correction After Calibration

output

Fig. 2. 7 Flow chart of calibration and digital error correction
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(1) Calibration Mode (Histogram Data Acquisition)

In calibration mode, under the control of the multiplexer select signal, the delay line
output is connected to its input and the upper ring oscillator is configured. The upper
ring oscillator runs freely with an oscillating frequency f,, while an external clock with
frequency f, is inputted as the STOP signal. The ring oscillator and the external clock
are asynchronous (without correlation), i.e. f, # f,. When the external clock signal is
on the positive edge, the D flip-flop array are triggered. The outputs of the D flip-flop
array are transferred to the encoder, and the histogram for each bin (digital output) is

computed.

Ring oscillator

START

Test mode :LD Q
“0” or “1” -+ -+ -+ -+ - -+

—

STOP * * ° — | - I}
iy

External clock

Encoder

Histogram Engine

}

To histogram database

Fig. 2. 8 Self-calibration mode

If the TDC has perfect linearity, i.e. there is no mismatch among the delay elements,
the histogram for each bin (digital output) would be equal, after sufficiently large
measurement times. However, in practice, variations among delay elements exist. When
the upper ring oscillator runs freely, the external clock signal rising edge triggers a
digital output. As the probability of digital code for large delay is high, while the
probability of digital code for small delay is low. The digital output is with the
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probability proportional to the delay value of the corresponding delay element
[10][11][12]. Thus the each delay (relative) value can be measured by the histogram
engine. After large enough measurement cycles, each bin of histogram varies with

corresponding delay value.
(2) Measurement Mode (Normal Operation Mode)

In measurement mode, under the control of the multiplexer select signal, the START
signal is connected to the delay line input and the upper ring oscillator closed-loop is
open. In this situation, the START signal and the STOP signal are inputted as a normal
flash-type TDC, and the thermometer code corresponding to the rising-edge timing

interval between them is outputted.

—
_

START

Test mode
lin!! Or H1 ”

STOP o . o — | - D\ )\

N
I

Encoder

Dout

Fig. 2.9 Measurement mode (normal operation mode)

(3) Digital Error Correction Operation

The histogram data of each (relative) delay value in the delay elements is acquired in
calibration mode. In measurement mode, the digital error correction operation is

conducted based on the acquired histogram data, as shown in equation (2-6).
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&' Pin(i)
in\1
Dout(N) = o-2—~

a _ Pin(i)
N : digital output to be corrected

FS (2—6)

D,.(N) : corrected digital output for raw TDC output N

Pin(i) : histogram for raw TDC output i

FS : maximum TDC digital output value

The principle of self-calibration is illustrated in Fig.2.10.

® Histogram
A

h

Nonlinear TDC

—
'

v 1

= |

—

i@ ]
| Ve

INL calculation

A
Histogram of ideally
| Linear TDC

L

TDC digital output

Fig. 2. 10 Principle of self-calibration

As START (ring oscillator) and STOP signals are asynchronous (without correlation),

if the TDC has perfect linearity, the histogram for each bin (digital output) would be

equal, after sufficiently large measurement times. However, in practice, histogram data

in each bin will vary and be different from each other as variations among delays exist.
Probability of digital code for large delay is high, while probability of digital code for

small delay is low. Each bin of histogram varies with corresponding delay value.

According delay variations, DNL can be easily measured, and INL can be calculated
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from DNL data. Non-linearity correction can be made by applying inverse function, and

the TDC linearity calibration can be achieved.

2.4 Summary

Conventional TDC architectures have been described in this chapter.

The flash-type TDC uses a delay line which consists of CMOS inverter buffer delays
and D Flip-Flops (DFFs). The START signal is connected to the delay line input and
passes through the serial delay elements. The output array of the delay buffers are used
as the data input for the D flip-flop array. The STOP signal is used as the clock signal of
the D flip-flop array. The outputs of the D flip-flop array are transferred to the
thermometer-code-to-binary encoder. The encoder produces a digital output
representing the time interval between the START signal and the STOP signal. The
measured time interval between the START and STOP signals is equal to a certain
number of steps of buffer delay. However, the flash-type has disadvantages on circuit

complexity, as well as non-linearity due to buffer delay mismatches.

The Vernier structure consists of a pair of tapped delay lines with a flip—flop at each
corresponding pair of taps. The buffer delay 71 in the upper delay line is slightly
greater than the buffer delay 72 in the lower delay line. The START and STOP signal
propagate through the upper delay line and the lower delay line respectively. The time
resolution is equal to the buffer delay difference (z1-72), which can be smaller than
that of the flash-type TDC. However, for a measurement range from 0 to N(z1-72),
the Vernier structure requires 2N buffers (N buffers of 71 and N buffers of 72),
which leads to large chip area and power consumption. Furthermore, its monotonicity is

not guaranteed and it may show some non-linearity due to buffer delay mismatches.

The buffer delay relative mismatches due to device and circuit characteristics
variation can degrade the linearity of the output. The self-calibration technique is
applied to compensate for this linearity degradation. The calibration circuit can be
realized by using a delay-locked loop based on ring oscillator architecture.
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Chapter 3
PARALLEL RING OSCILLATOR TDC

In this chapter, residue number system, Gray code, and cyclic code are applied in
parallel ring oscillator TDC architectures. Section 3.1 introduces a residue number
system based TDC architecture, which represents a TDC circuit with large measurement
range using a set of smaller ring oscillator TDCs. It can reduce the number of delay
cells and flip-flops significantly compared to a flash-type TDC, while keeping a
comparable performance. Then, a TDC architecture based on Gray code is proposed in
section 3.2. The proposed Gray code TDC can provide a glitch-free binary code
sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches
among the delay stages. Then, a Gray code based TDC with cyclic code is presented in
section 3.3. Cyclic code can be applied to generate the lower bits of Gray code, which
can reduce the frequency of the outputs, i.e. to reduce the parasitic capacitance among

circuit elements. Finally, the summary is provided in the last section.

3.1 Residue Number System Based TDC

3.1.1 Residue Number System

As the original form of the theorem appears in the 5th-century book Sunzi's
Mathematical Classic by the Chinese mathematician Sun Tzu, residue numeral system
is called the "Chinese remainder theorem™ in the West. It deals with the remainder from
the division of one number by another number. Sunzi's Mathematical Classic includes
the following problem: “A number is divisible by 3 with remainder 2, by 5 with
remainder 3, and by 7 with remainder 2. What is the number?” The book solves this
problem as follows: “Numbers that are divisible by 3 with remainder 2 include 140,
those that are divisible by 5 with remainder 3 include 63, and those that are divisible by
7 with remainder 2 include 30. Adding these three numbers together produces 233.

Subtracting 105 from this 233 and continuing to subtract 105 from the previous
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remainder produces the numbers 128, 23, .... Among the results, 23 is the minimum
number that satisfies the conditions.” The number 105 is derived by product of the

divisors 3, 5, and 7.

As at the last stage for seeking the minimum positive answer one should subtract by
105, in Japan, Seki Takakazu, a Japanese mathematician in the Edo period, named the

remainder problem “Hyakugo Genzan” [1].
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Fig. 3.1 The ancient study of the residue number system

Residue number system is a result about congruences in number theory and its
generalizations in abstract algebra. It represents a large integer using a set of smaller
integers, so that computation may be performed more efficiently. Residue number
system have applications in the field of digital computer arithmetic. By decomposing in
this a large integer into a set of smaller integers, a large calculation can be performed as

a series of smaller calculations that can be performed independently and in parallel.
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In general, suppose that m,,m,,...,m are positive integers and coprime each other.
Then there is unique positive integer x for given integers (a,,a,,...,a, ) which satisfies

the following:

x=a,(modm,), k=12..r (3—1)

where 0=a,<m,, 0<x<N (N=m,-m,---m ). Table 3.1 shows the case of m =2,

m,=3, my=5 and N =2x3x5=230, and we see that each x is mapped to residues

of (m;, m,, m,) one to one [2].

Table 3.1 Aninteger x and residues of (m, m,,m,)

m, m, m, e m, m, m, X
0 0 0 0 1 0 0 15
1 1 1 1 0 1 1 16
0 2 2 2 1 2 2 17
1 0 3 3 0 0 3 18
0 1 4 4 1 1 4 19
1 2 0 5 0 2 0 20
0 0 1 6 1 0 1 21
1 1 2 7 0 1 2 22
0 2 3 8 1 2 3 23
1 0 4 9 0 0 4 24
0 1 0 10 1 1 0 25
1 2 1 11 0 2 1 26
0 0 2 12 1 0 2 27
1 1 3 13 0 1 3 28
0 2 4 14 1 2 4 29
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3.1.2 Natural Time-Domain Residue Generator

In TDC, the signal is treated as “time” instead of “voltage”. Ring oscillators can be
applied to obtain the residue easily. As illustrated in Fig.3.2, in a ring oscillators, the
output array of the delay buffers since oscillating is time-dependent, and cycles every
the ring oscillator period. The output array of the delay buffers can be regarded as the
residue, and the elapsed time since oscillating can be back-calculated from this residue.

So a ring oscillator can be regarded as a natural time-domain residue generator.

;‘sidue
|T\O N0 1
L

Fig. 3.2 Ring oscillator: natural time-domain residue generator

3.1.3 Residue Number System Based TDC Architecture

For a conventional n-bit flash-type TDC with 2" quantization levels, at least a total
of 2"-1 delay elements and 2"- 1 DFFs are required. For a measurement range, i.e.
n is large, this circuit complexity leads to large chip area and power consumption.
Residue number system represents a large integer using a set of smaller integers, so that
computation may be performed more efficiently. In the TDC circuit, the signal is “time”
instead of “voltage”, and the residue can be easily obtained with a ring oscillator.

Applying residue number system concept at circuit design, we can represent a TDC



circuit with large measurement range using a set of smaller ring oscillator TDCs, so the

hardware, power consumption, as well as chip area can be reduced correspondingly.

A residue number system based TDC architecture can be conceived by grouping a

few ring oscillators to operate on the same input. Fig.3.3 shows the proposed residue
number system based TDC in the case of m, =2z, m, =3z, m; =5z. The

residues a, (mod 27), a, (mod3z), a, (mod5z) are obtained with three different

ring oscillators with the same input.

g >
START ° 1° a
= |-> 1
STOP Encoder 'al
=
S
D - D - D
Q- . Q- . Q~|
Encoder —»az
> |
= >
D |4p |YHD D |HD
oh | a-| a4 | o4 A
= |-} |-} |-> |-> ]
INITIAL i 4 i 4
VALUE B Encoder _"a3

Fig. 3.3 Proposed residue number system based TDC architecture
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This TDC can measure the time elapsed between START and STOP incoming pulses
and output the residues a,, a,, a, as follows:
(1) When START signal is in LOW state, three ring oscillators are initialized by
Initial Value.

(2) When START signal goes from LOW to HIGH, three ring oscillators begin to
oscillate.

(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs
are triggered and the value of D is transferred to the output Q.

(4) The Q values are transferred into the residues a, (mod 27z), a, (mod 37),
a, (mod5z) by the encoders.

(5) The corresponding X can be achieved from “a,, a,, a,” based on the
residue number system. So the time interval between START and STOP is equal
to X-7.

RTL simulation was conducted to verify the characteristics of the residue number
system based TDC in Fig.3.3. The delay of each buffer is equal to 10ns, and START
signal goes from LOW to HIGH at 100ns. RTL simulation waveforms are illustrated in
Fig.3.4. We can see that the proposed residue number system based TDC works as
expected in the time domain.

Fig. 3.4 RTL simulation waveform of residue number system based TDC

Note that the proposed TDC uses only 10 delay cells and 10 Flip-Flops while the
corresponding flash-type TDC requires 30 delay cells and 30 Flip-Flops. In general, the
proposed TDC uses M delay cells and M Flip-Flops (where M =m, +m, +---+m,,

additive increase) while the corresponding flash-type TDC uses N delay cells and N
Flip-Flops (where N =m, -m, ---m, , multiplicative increase).

Table 3.2 Residue number system based TDC vs. Flash-type TDC
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Maximum of
+m, +---+mM +m, +---+mMm
MM o | MM " (m,m,,..,m)>

For example, a residue number system based TDC with moduli {5, 7, 9} can realize
5x7x9 = 315 quantization levels with only 5+7+9=21 delay cells and 21 Flip-Flops,
while the corresponding flash-type TDC needs 315 delay cells and 315 Flip-Flops. So
the proposed residue number system based TDC is especially suitable for TDC
architecture with large time measurement range requirement: the number of delay cells
and Flip-Flops in the proposed TDC decreases rapidly (M<<N) compared with

flash-type TDC, which reduces the hardware and chip area significantly.

Furthermore, the maximum stage of TDC architecture is also reduced rapidly in the
proposed TDC. The use of shorter delay lines reduces the integral non-linearity caused

by mismatches between the delay stages.

3.14 FPGA Implementation

A proof-of-concept residue number system based TDC is implemented on Xilinx
Virtex-6 FPGA ML605 Evaluation Kit. Input “START” and “Initial Value” and
connected to user push buttons, and “STOP” is connected to 200MHz FPGA clock.
Each buffer is realized by a delay Flip-Flop with 100MHz clock frequency, i.e. the
delay of each buffer is equal to 10ns. Encoder output “a,, a, (consists of a,[0] and
a,[1]), a,(consistsof a,[0], a,[1] and a,[2])” are delivered to user LEDs.

28



Fig. 3.5 Residue number system based TDC implementation on FPGA
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Fig. 3.6 FPGA output waveformsof a,, a,, a,

The measurement starts by pushing the START push button, which produces a rising

edge “START” signal. Chipscope is applied to probe the internal signal of FPGA. The

29



FPGA output waveforms of a,, a, (consists of a,[0] and a,[1]), a,(consists of
a,[0], a,[1] and a,[2]) are illustrated in Fig.4. The number of samples represents
for the ID of Chipscope output waveform samples. Chipscope sampling rate is 200MHz,
and the time interval between two waveform samples is 5ns. The corresponding X

can be achieved from “a,;, a,, a,” based on the residue number system. So the

elapsed time between START and STOP isequal to Xx-10ns.

In Fig.3.7, the horizontal axis stands for the time interval between START and STOP,
while the vertical axis represents the output of the proposed TDC. We can see that the

proposed residue number system based TDC works with good linearity as expected.
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Fig. 3.7 Measured characteristics of residue number system based TDC

3.1.5 Drawbacks of Residue Number System Based TDC

Although with the residue number system based TDC architecture, small chip area
and low power consumption can potentially be achieved, glitches (i.e. out-of-sequence
codes) may occur when there are mismatches between the delay stages. This glitch

problem is due to the fact that when x changes from d to d+1, all of
a,,a,,...,a, Vvalues have to change simultaneously.
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However if there are delay mismatches among the ring oscillators, i.e. some of
a,,a,,...,a, may change faster than the others, it may produce a glitch on the

boundary when x changes from d to d+1.

For example, Fig.3.8 (a) shows the residue number system based TDC where three
ring oscillators have the same buffer delay 7 =20ns, and START signal goes from
LOW to HIGH at 100ns. Fig.3.8 (b) shows the RTL simulation waveforms and Fig.3.8
(c) shows the output digital codes achieved when there are no mismatches among the
delay stages. In this case, the outputs of (a;,a»,az) always change at the same time.

The derived X is what we expected.

D
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> |-> |-> |-> |->‘I
INITIAL A . A .
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(@) Residue number system based TDC without mismatches among delay cells
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(c) Input-output characteristics: no mismatches among the delay stages

Fig. 3.8 Residue number system based TDC without mismatches among delay cells in
ring oscillators

Fig.3.9 (a) illustrates the residue number system based TDC where three ring
oscillators have different buffer delays, i.e. the buffer delay in a, generation ring
oscillator is 20.5ns, while the buffer delay in a, and a, generation ring oscillators is
20ns. The START signal goes from LOW to HIGH at 100ns. Fig.3.9 (b) illustrates the
RTL simulation waveforms and Fig.3.9 (c) illustrates the output digital codes generated

when mismatches exist among the delay stages. In this case, and the outputs of
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(a1,a5,a3) do not change at the same time. This causes some glitches in the output of

X , which is marked in red in Fig.3.9 (b). As the unsynchronization error accumulates,

the width of glitches increases, which is shown in Fig.3.9 (c).
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INITIAL L J v A J A J
VALUE B Encoder = a3

(a) Residue number system based TDC with mismatches among delay cells
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(c) Input-output characteristics: mismatches exist among the delay stages (large glitches
are observed)

Fig. 3.9 Residue number system based TDC with mismatches among delay cells in
ring oscillators

We can see that glitches occur in the time-domain when there are mismatches among
the delay stages, which triggers an instability in the output digital codes. Due to this, a
parallel ring oscillator TDC architecture based on Gray code is proposed to reduce the

hardware and chip power consumption significantly and remove the glitches effectively
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compared to the flash-type TDC and residue number system based TDC, while keeping

comparable performance.

3.2 Gray Code TDC

3.2.1 Gray code

A Gray code, also known as the reflected binary code, is a binary numeral system
where two successive values differ in only one bit (binary digit). Gray code was
originally designed to prevent spurious output from electromechanical switches. Table
3.3 illustrates the difference between Natural Binary and Gray codes. Fig.3.10 shows
the binary and Gray code count sequences, and Fig.3.11 illustrates the binary and Gray

code waveforms.

Table 3.3 4-bit Gray code vs. 4-bit Natural binary code

Decimal numbers Natural binary code 4-bit Gray code

0000 0000

0001 0001

2 0010 0011
3 0011 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101
10 1010 1111
11 1011 1110
12 1100 1010
13 1101 1011
14 1110 1001
15 1111 1000
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Fig. 3.11 Binary vs. Gray code waveforms

With Gray code, only one of G3, G2, G1, GO in 4-bit case changes state from one
position (decimal k) to another (decimal k+1). This effect can be seen clearly in Table
3.3 and Fig.3.10.
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For example, look at the natural binary code sequence in Table 3.3, the number 7
represented as 0111. As it changes to 8, every bit changes state, to 1000. Every value
changes from either 1 to 0, or 0 to 1. If all of these bits changed instantaneously, and
synchronously, from one state to the other, there would never be any problem. However,
in a highly capacitive circuit (or sluggish system response), some bits would flip before
others. Since every bit is changing in this example, depending on the order they change,
it might produce an output of any value from this collection of bits. In other words, if
for the bits that should be changed for a small amount of the TDC input change, some
are changed and the others are not, the TDC output error can be very big in natural

binary code.

In the 4-bit Gray code sequence in Table 3.3, between any two adjacent numbers,
only one bit changes at a time. Even from position 7 to 8, Gray code only changes one
bit state. The sort of error mentioned above is not possible with Gray code, so the data is
more reliable. In other words, even if the bit that should be changed does not change for
a small amount of the TDC input change, the error is only 1 LSB in Gray code.

The Gray code is designed so that only one bit will change state for each state for
each count transition, unlike the binary code where multiple bits change at certain count
transitions. For the Gray code, the uncertainty during a transition is only one count,
unlike with the binary code, where the uncertainty could be multiple counts [10]. So the
Gray code provides data with the least uncertainty. This feature prevents certain data
errors which can occur with natural binary code during state changes. Moreover, this
characteristic allows a circuit to perform some error checking, i.e. if more than one bit

changes for a small amount of the input change, the data must be incorrect.
3.2.2 Natural Time-Domain Gray Code Bit Generator

In a ring oscillator, between any two adjacent states, only one output changes at a

time. This characteristic is very similar to Gray code.

For example, as illustrated in Fig.3.12, two successive states of the 8-stage ring
oscillator differ in only one output. The output R3 is the same as the Gray code bit G2,

and R7 is the same as G3.
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Ring oscillator is a natural time-domain Gray code bit generator. For any given Gray

code, its each bit can be generated by a certain ring oscillator.

>RO P R1 > R2 >R3 >R4 T\Rs >RE ‘ R7
8-stage ring oscillator output 4-bit Gray code
Stete RO|RL|R2| R3 R4 | R5|R6|R7|G3|G2|Gl| GO
0 ocjojojofOoO|jO0O|lO]O|O0O|O0O|O0]O
1 i1/0|0(O0O]O0O|O]O0O|O0O]O0]O0]O0]1
2 1 1 0 0 0 0 0 0 0 0 1 1
3 i1(1|1(0[0|O]O0O|O0O]O0O]O0]1]0O0
4 1 1 1 1 0 0 0 0 0 1 1 0
5 1 1 1 1 1 0 0 0 0 1 1 1
6 1 1 1 1 1 1 0 0 0 1 0 1
7 1 1 1 1 1 1 1 0 0 1 0 0
8 1 1 1 1 1 1 1 1 1 1 0 0
9 0 1 1 1 1 1 1 1 1 1 0 1
10 0 0 1 1 1 1 1 1 1 1 1 1
11 0 0 0 1 1 1 1 1 1 1 1 0
12 0 0 0 0 1 1 1 1 1 0 1 0
13 0 0 0 0 0 1 1 1 1 0 1 1
14 0 0 0 0 0 0 1 1 1 0 0 1
15 0 0 0 0 0 0 0 1 1 0 0 0
Fig. 3.12 8-stage ring oscillator and 4-bit Gray code

3.2.3 Gray Code Based TDC Architecture

As a ring oscillator is a natural time-domain Gray bit code generator [2], a Gray code

TDC architecture can be conceived by grouping a few ring oscillators to operate on the

same input.
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Fig.3.13 shows the proposed Gray code TDC in 4-bit case. The Gray code bit GO is
generated by a 2-stage ring oscillator, and G1 is generated by a 4-stage ring oscillator,

and G2, G3 are generated by 8-stage ring oscillators.

| Gray Code Binary Code
>—D°— . "
Initial Value — 61 Gray 61
START code

—|D al— 6o G2 Decoder B2
STOP > G3 B3
r>[|>—|>—|>oJ
D
al—G1
S N
:q_—.ez l_: al— G3

Fig. 3.13 Proposed Gray code TDC architecture in 4-bit case

This TDC can measure the time elapsed between START and STOP incoming pulses

and output the binary digital representation of the time interval as follows:

(1) When START signal is in LOW state, three ring oscillators are initialized by
Initial Value.

(2) When START signal goes from LOW to HIGH, three ring oscillators begin to
oscillate.

(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs
are triggered and the value of D is transferred to the output Q. Each Q stands for

a certain Gray code bit.

(4) All the generated Gray code bits are delivered to Gray code decoder, as
illustrated in Fig.3.14, and transferred into binary code, which represents the time
interval between START and STOP.
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Fig. 3.14 4-bit Gray code decoder

RTL simulation was conducted to verify the characteristics of Gray code TDC in
Fig.3.13. The delay of each buffer is equal to 10ns, and START signal goes from LOW
to HIGH at 100ns. RTL simulation waveforms are illustrated in Fig.3.15. We can see

that the proposed 4-bit Gray code TDC works as expected in the time domain.

100ns 200 ns 400 ns |
| | | |

oo o FLTPLALFLPL PP
B c [ I [ R I A
Be . ol ol e
p a3 BRI I R N D B
% B0 LA ALLAL L LAL A LLL
s B1 L L L L L L
L@ B2
y B3 S I ) I S D ) S—
U START |

Fig. 3.15 RTL simulation waveforms of 4-bit Gray code TDC

Note that the proposed Gray code TDC uses only 14 delay cells and 4 flip-flops, and
the maximum stage of the ring oscillator is 8, while the corresponding flash TDC
requires 16 delay cells and 16 flip-flops, and the maximum stage of the ring oscillator is
16.

In general, for a measurement range of 2", the proposed Gray code TDC uses 2"-2
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delay cells and n flip-flops (linear growth), and the maximum stage of the ring
oscillator is 2", while the corresponding flash-type TDC uses 2" delay cells and 2"
flip-flops (exponential growth), and the maximum stage of the ring oscillator is 2".

For large measurement range, the number of flip-flops in the proposed TDC

decreases rapidly (n<<2") compared with flash-type TDC, which reduces the
hardware and chip area consumption significantly.

Furthermore, the maximum stage of the ring oscillator is also reduced by half in the
proposed TDC. The use of shorter delay lines reduces also the integral non-linearity
caused by mismatches between the delay stages.

Table 3.4 Gray code TDC vs. Flash-type TDC

Similarly, 6-bit and 8-bit Gray code TDC architectures can be conceived by a group

of ring oscillators (Fig.3.16).
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(a) Proposed 6-bit Gray code TDC architecture
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(b) Proposed 8-bit Gray code TDC architecture

Fig. 3.16 Proposed 6-bit and 8-bit Gray code TDC architectures

3.24 FPGA Implementation

A proof-of-concept 4-bit Gray code TDC in Fig.3.13 is implemented on FPGA
(Fig.3.17). For the 4-bit Gray code TDC, inputs “START” and “Initial Value” are
connected to user push buttons, and “STOP” is connected to 200MHz FPGA clock.
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Outputs “B3 B2 B1 B0” are delivered to user LED. Each buffer is realized by a delay
flip-flop with 100MHz clock frequency, i.e. the delay of each buffer is equal to 10ns.

The measurement starts by pushing the START push button, which produces a rising
edge “START” signal. ChipScope is applied to probe the internal signal of FPGA [12].
We can see from Fig.3.18 (a) that the proposed 4-bit Gray code TDC works with good
linearity as expected. Similarly, proof-of-concept 6-bit and 8-bit Gray code TDC

architectures were implemented on FPGA and measured (Fig.3.18 (b), (c)).

E oo

- ol gy
=

Fig. 3.17 FPGA implementation of 4-bit Gray code TDC
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(b) 6-bit TDC case
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Fig. 3.18 FPGA measurement results of 4-bit, 6-bit and 8-bit Gray code TDCs

3.2.5 Glitch-Free Characteristics

The proposed Gray code TDC has a unique characteristic where only one output of
the DFFs changes state with each clock pulse, so it can provide a glitch-free binary code
sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches

among the delay stages.

RTL simulation was conducted to verify this characteristic. In Fig.3.19 (a),
mismatches happen among the delay stages in 4-bit Gray code TDC. Fig.3.19 (b) shows

the RTL simulation waveforms. From Fig.3.15, we can see that in no mismatch
condition, for Gray code, the waveform G,,, always has signal edges at the center of

the rectangular wave of G,,, and for binary code, the widths of B, rectangular waves

are always the same. Comparatively, from Fig.3.19 (b), we can see that under mismatch
condition, for Gray code, the signal edges of G, are not at the center of the
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For binary code waveforms, B,, rectangular waves have varying widths due

to delay mismatches

(b) RTL simulation waveforms
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(c) FPGA measurement results

Fig. 3.19 4-bit Gray code TDC with delay mismatches

Similarly, a proof-of-concept 4-bit Gray code TDC in Fig.3.19 (a) is implemented on
FPGA. Buffers are realized by combinations of delay flip-flops with 100MHz/200MHz
clock frequency and IODELAY blocks with 200MHz REFCLK. We can see from
Fig.3.19 (c) that even though the code width varies due to the mismatches, the proposed

Gray code TDC can still output a glitch-free binary code sequence.

As this glitch-free advantage is achieved from the unique characteristics of Gray code,

where only one output changes at a time between any two adjacent states, for Gray code
waveforms, the signal edges of G,(n>0) should be within the range of the

corresponding rectangular wave of G, , as illustrated in Fig.3.20. Otherwise, the unique

characteristics of Gray code will no longer exist, i.e. glitches will appear.

The allowable maximum delay mismatch can be calculated based on above analysis.
For example, for 4-bit Gray code TDC in Fig.3.19 (a), the allowable maximum delay
mismatch between G, ring oscillator stage and G, ring oscillator stage is equal to
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Fig. 3.20 Allowable ranges for the signal edges of G1/G2/G3 in 4-bit Gray code TDC

It is worth to mention that though the multiplexer delay and the inverter delay are not
considered in RTL simulation and FPGA verification, these delays can be equivalently
convert into certain mismatches among the delay stages. That is to say, the multiplexer
delay and the inverter delay do not influence Gray TDC providing a glitch-free output

sequence.

3.3 Gray Code Based TDC with Cyclic code

3.3.1 Cyclic code

In coding theory, a cyclic code is a block code, where the circular shifts of each
code-word gives another word that belongs to the code. They are error-correcting codes
that have algebraic properties that are convenient for efficient error detection and

correction.
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Fig. 3.21 Cyclic code [17]

As illustrated in Fig.3.21, if 00010111 is a valid code-word, applying a right circular
shift gives the string 10001011. If the code is cyclic, then 10001011 is again a valid
code-word. In general, applying a right circular shift moves the least significant bit
(LSB) to the leftmost position, so that it becomes the most significant bit (MSB); the
other positions are shifted by 1 to the right.

Cyclic code bits are very similar to Gray code bits. For example, cyclic code with
code-word 00001111 is illustrated in Table 3.5 (b). The output C1 is the same as the
Gray code bit G1 in Table 3.5 (a), and CO®C2 is equal to GO. If the frequency of G1,
CO, C1, and C2 are f,, then the frequency of GO is 2f,. The value of GO changes
very quickly, which leads to a high frequency output in circuit design, while the value of
CO and C2 change comparably slowly, which produce a comparable low frequency
output in circuit design. So cyclic code can be applied to generate the lower bits of Gray

code, which can reduce the frequency of the outputs.

Table 3.5 Gray code & Cyclic code
(a) 4-bit Gray code

4-bit Gray code
State
G3 G2 G1 GO
0 0 0 0 0
1 0 0 0 1
2 0 0 1 1
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3 0 0 1 0
4 0 1 1 0
5 0 1 1 1
6 0 1 0 1
7 0 1 0 0
8 1 1 0 0
9 1 1 0 1
10 1 1 1 1
11 1 1 1 0
12 1 0 1 0
13 1 0 1 1
14 1 0 0 1
15 1 0 0 0

(b) Cyclic code with code-word 00001111

e Cyclic code with code-word 00001111
Co Cl |C2|C3|C4|C5|C6 | C7
0 0 0 0 0 1 1 1 1
1 1 0 0 0 0 1 1 1
2 1 1 0 0 0 0 1 1
3 1 1 1 0 0 0 0 1
4 1 1 1 1 0 0 0 0
5 0 1 1 1 1 0 0 0
6 0 0 1 1 1 1 0 0
7 0 0 0 1 1 1 1 0

In electrical circuits, parasitic capacitance, or stray capacitance is an unavoidable and
usually unwanted capacitance that exists between the parts of an electronic component
or circuit simply because of their proximity to each other. All actual circuit elements
have internal capacitance, which can cause their behavior to depart from that of 'ideal’
circuit elements. At low frequencies parasitic capacitance can usually be ignored, but in
high frequency circuits it can be a major problem. Applying the cyclic code generator to

achieve the lower Gray code bits can reduce the frequency of the output, i.e. to reduce
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the parasitic capacitance among circuit elements.
3.3.2 Gray Code Based TDC with Cyclic code

A novel TDC architecture can be conceived based on Gray code and cyclic code: the
upper Gray code bits are generated by grouping a few ring oscillators, and the lower
Gray code bits are conceived by cyclic code generators, in order to reduce the frequency
of the output.

Fig.3.22 shows the proposed coding theory based TDC. The Gray code bit GO, G1 are
generated by an 8-bit cyclic code generator, and G2, G3 are generated by 8-stage,
16-stage ring oscillator with buffer delay t separately, and G4, G5 are generated by
32-stage ring oscillator with buffer delay .

Gray Code Binary Code
Q) ——— B0
Gqgl—— " B1

G2 —*| Gray —*B2
code
G3 —*|Decoder | B3

G4 —* — B4

G5 —* — B5
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STOP

C5 C6 c7

(b) Circuit diagram of 8-bit cyclic code generator

Fig. 3.23 Cyclic code generator

As illustrated in Fig.3.23 (a), 8-bit cyclic code generator can be implemented by 8
flip-flops. Fig.3.23 (b) shows the circuit diagram applied in proposed 6-bit coding
theory based TDC. When START signal is in LOW state, CO C1 C2 C3 flip-flops are
initialized by ( Initial Value ), and C4 C5 C6 C7 flip-flops are initialized by
(Initial Value ). If Initial Value = 0, then the initialization state, i.e. code-word of the
cyclic generator is 00001111. When START signal goes from LOW to HIGH, the output
of C7 flip-flop is connected to the input of CO flip-flop, resulting in a closed loop. When
STOP signal is on the rising edge, the cyclic generator starts to work and produces one
shift.

This TDC can measure the time elapsed between START and STOP incoming pulses
and output the binary digital representation of the time interval as follows:

(1) When START signal is in LOW state, the cyclic generator and the ring oscillators
are initialized by Initial Value.

(2) When START signal goes from LOW to HIGH, the cyclic generator starts to
work, and the ring oscillators begin to oscillate.
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(3) When STOP signal is on the rising edge, the cyclic generator produces one shift,
and CO®C2, C1 are transferred to GO, G1 simultaneously. Meanwhile, the
DFFs of the ring oscillators are triggered and the value of D is transferred to the
output G2, G3, G4, and G5.

(4) All the generated Gray code bits are delivered to Gray code decoder, as
illustrated in Fig.3.24, and transferred into binary code, which represents the time
interval between START and STOP.

(MsB) (LSB}
G5 G4 G3 GZ Gl
6-bit Gray Code 1

1ﬁ</ﬂ</ﬂ<ﬁ<ﬁ<ﬁ(ﬁ<

Binary Code 1
B5 B4 33 BZ Bl BD
(MSB) (LsB)

B5=G5

B4=B5 © G4
B3=B4 © G3
B2=B3 © G2
B1=B2 @ G1
B0O=B1 © GO

Fig. 3.24 6-bit Gray code decoder

Note that the proposed Gray code based TDC with cyclic code uses only 12
flip-flops, and the maximum stage of the ring oscillator is 32, while the corresponding

flash TDC requires 64 flip-flops, and the maximum stage of the ring oscillator is 64.
3.3.3 FPGA Implementation

Proof-of-concept 6-bit Gray code based TDC with cyclic code is implemented on
FPGA. Inputs “START” and “Initial Value” and connected to user push buttons, and
“STOP” is connected to 100MHz FPGA clock. Outputs “B5 B4 B3 B2 B1 B0” are
delivered to user LED. The delay element of cyclic code generator is 10ns. Each buffer

is realized by a delay flip-flop with 50MHz clock frequency, i.e. the delay of each buffer
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is equal to 20ns.

The measurement starts by pushing the START push button, which produces a rising
edge “START” signal. Chipscope is applied to probe the internal signal of FPGA.
Fig.3.25 shows that the proposed 6-bit Gray code based TDC with cyclic code works

with good linearity as expected.

ol
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(a) FPGA implementation
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(b) FPGA measurement result (6-bit case)

Fig. 3.25 FPGA implementation and measurement result of a 6-bit Gray code based
TDC with cyclic code

3.4 Summary

In this chapter, residue number system, Gray code, and cyclic code are applied in

parallel ring oscillator TDC architectures.

Residue number system represents a large integer using a set of smaller integers, so
that a large calculation can be performed as a series of smaller calculations that can be
performed independently and in parallel. In TDC, the signal is treated as “time” instead
of “voltage”. Ring oscillators can be applied to obtain the residue easily. Applying
residue number system concept at circuit design, we can represent a TDC circuit with
large measurement range using a set of smaller ring oscillator TDCs. This architecture

reduces drastically the number of delay cells and flip-flops while keeping a comparable
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performance. FPGA experimentation and simulation results validated the effectiveness.

However, for residue number system based TDC, glitches (i.e. out-of-sequence
codes) may occur when there are mismatches between the delay stages, which triggers
an instability in the output digital codes. Due to this, Gray code based TDC architecture

is proposed to remove the glitches effectively.

The Gray code is designed so that only one bit will change state for each state for
each count transition. As the uncertainty during a transition is only one count, Gray
code can provide data with the least uncertainty. This feature prevents certain data errors
which can occur with natural binary code during state changes. Ring oscillator is a
natural time-domain Gray code bit generator. For any given Gray code, its each bit can
be generated by a certain ring oscillator. A Gray code TDC architecture can be
conceived by grouping a few ring oscillators to operate on the same input.
Corresponding RTL simulation and FPGA implementation are conducted, and the

operation principle is verified by the measurement results.

Furthermore, the proposed Gray code TDC can provide a glitch-free binary code
sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches
among the delay stages. RTL simulation is conducted to verify this characteristic and
the allowable maximum delay mismatch is analyzed. A proof-of-concept prototype is
implemented on FPGA. The measurement results verify that even though there are
mismatches among the delay stages, the proposed Gray code TDC can still output a

glitch-free binary code sequence.

Parasitic capacitance, in electrical circuits, is the extra effect of conductors that serve
as plates between a dielectric, which is usually air. It becomes a problem with higher
frequencies because the very small distributed capacitances that exist will have lower
impedances at these frequencies. Taking this issue into consideration, Gray code based
TDC with cyclic code is presented. Cyclic code can be applied to generate the lower bits
of Gray code, which can reduce the frequency of the outputs, i.e. to reduce the parasitic
capacitance among circuit elements. FPGA implementation and measurement results

verify the operation principle.
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The required number of delay cells and D flip-flops in the proposed parallel ring
oscillator TDCs and flash-type TDC is compared. For example, for a TDC with 23
quantization levels, the number of delay cells and Flip-Flops applied in the proposed
parallel ring oscillator TDCs and corresponding flash-type TDC are:

Table 3.6 Proposed parallel ring oscillator TDCs vs. Flash-type TDC

Compared with flash-type TDC, the number of delay cells and D flip-flops declines
significantly in residue number system based TDC, and the number of D flip-flops
decreases rapidly in Gray code TDC and Gray code TDC with cyclic code. The
proposed parallel ring oscillator TDCs can reduce hardware, power consumption, as
well as chip area significantly.

Furthermore, the maximum stage is also reduced rapidly in the proposed parallel ring
oscillator TDCs. The use of shorter delay lines reduces the integral non-linearity caused
by mismatches between the delay stages.

That is to say, Gray code TDC with cyclic code architecture can be applied to
measurement applications where large detectable range is required, e.g. digital
frequency synthesizers used in wireless applications, divider-assisted digital phase
locked loop, etc.
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Chapter 4
STOCHASTIC TDC

In this chapter, section 4.1 introduces the concept of stochastic TDC architecture.
Then, the stochastic TDC architecture with self-calibration feature is described in
section 4.2. RTL verification on stochastic TDC is presented in section 4.3. Finally, the

summary is provided in the section 4.4.

4.1 Concept of Stochastic TDC Architecture

The term stochastic occurs in a wide variety of professional or academic fields to
describe events or systems that are unpredictable due to the influence of a random
variable. In mathematics, specifically in probability theory, the field of stochastic

processes has been a major area of research.

Manufacturing process variations have emerged as the primary challenge to the
technology scaling of CMOS devices and circuits in the nano-CMOS regime. In the
presence of process variations, device and interconnect parameters such as channel
length, wire parasitics, etc., are modeled as random variables or spatial stochastic
processes that vary across the sample space of the manufactured chips. Under such
conditions, circuit performance characteristics like the voltage, delay, slew and power

are also stochastic processes.

The stochastic variation in circuit characteristics of CMOS circuitry, which is caused
by the integrated circuit manufacturing process uncertainty, could be utilized to obtain
effective fine time resolution. Moreover, since the stochastic architecture utilizes the
variation in characteristics positively, each MOSFET in delay line buffers and DFFs can
be implemented with minimum channel length and width, which reduces power

consumption and is advantageous in a high-switching-speed fine CMOS process.

As illustrated in Fig.4.1 (a), the output of each delay buffer is connected to the data

inputs of several DFFs. Since the setup and hold times of each DFF varies from each
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other due to process variations, the edge timing when the DFF changes the outputs from
0 to 1 can be different among these DFFs (Fig.4.1 (b)). This statistical variation among
the DFFs can be utilized as the TDC’s effective time resolution, which is much finer

than the order of magnitude of a buffer delay t (Fig.4.1 (c)).

random offset

START R u) ——
JD Q AD O 1D Q -ID Q) -JD Q 4D Q) 4D ¥
AD Q) AD + -AD Q) AD Q) AD Q) AD Q) --D
S |Cx S| Sx| Sk x| &8
srop—nb L <UL <MLl A
Encoder —> Dout

(a) Concept of stochastic TDC architecture
(The setup and hold times of each DFF is assumed to be random.)
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Fig. 4.1 Concept of stochastic TDC architecture

4.2 Stochastic TDC Architecture with Self-Calibration Feature

The stochastic architecture utilizes the stochastic process variation in deep-submicron

CMOS positively to improve the resolution effectively. The stochastic TDC may be

highly nonlinear, but its nonlinearity can be compensated by the self-calibration
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technology.

Stochastic TDC architecture with self-calibration feature is illustrated in Fig.4.2. In
Fig.4.2 one ring oscillator with buffer delay z, is employed on the upper row and the

other ring oscillator with buffer delay z, (z, = z,) is applied on the lower row. The
select signal of the multiplexer determines the handover between calibration mode and
measurement mode (normal operation mode). In calibration mode, the delay line
outputs are connected to their inputs, and the upper and lower ring oscillators are
configured. The histogram engine is used to acquire histogram data. On the other hand,
in measurement mode, the START and STOP signals are connected to the delay line
inputs, and the upper and lower ring oscillator closed-loops are open. The digital error
correction circuit is applied to conduct digital error correction operation based on the

obtained histogram data in calibration mode.

START et o

STOP

/glczl
A

Dout
# of “1”s Counter, Histogram Engine & Digital Correction |

Fig. 4.2 Stochastic TDC with self-calibration

(1) Calibration Mode (Histogram Data Acquisition)
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In calibration mode, under the control of the multiplexer select signal, the delay line
outputs are connected to their inputs, and the upper and lower ring oscillators are
configured. As the buffer delay of the two ring oscillators are different, the two ring
oscillators run freely with different oscillating frequencies, i.e. the upper ring oscillator
and the lower ring oscillator are asynchronous (without correlation). When the STOP
signal is on the rising edge, the D flip-flop array are triggered. The outputs of the D
flip-flop array are transferred to the # of “1”’s counter, and the histogram for each bin

(digital output) is computed.

If there is no stochastic variation among the DFFs, i.e. all the setup and hold times of
the DFFs were identical, the histogram for each bin (digital output) would be equal,

after sufficiently large measurement times.

However, in practice, the setup and hold times of each DFF can vary and be different
from each other due to process variations. When the upper ring oscillator runs freely,
the lower ring oscillator produces rising edges to trigger the DFFs to generate digital
outputs. As the probability of digital code for large delay is high, while the probability
of digital code for small delay is low. The digital output is with the probability
proportional to the setup and hold time of the corresponding DFF. Thus the relative
variation (ratio) among DFFs can be measured by the histogram engine. After large
enough measurement cycles, each bin of histogram varies with corresponding DFF’s

stochastic variation.
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Fig. 4.3 Self-calibration mode

(2) Measurement Mode

In measurement mode, under the control of the multiplexer select signal, the START
and STOP signals are connected to the delay line inputs, and the upper and lower ring
oscillator closed-loops are open. The START signal and STOP signal are inputted as a
normal flash-type TDC, and the thermometer code corresponding to the rising-edge

timing interval between them is outputted.
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Fig. 4.4 Measurement mode (normal operation mode)

(3) Digital Error Correction Operation

The histogram data of each (relative) setup and hold time among DFFs is acquired in
calibration mode. In measurement mode, the digital error correction operation is

conducted based on the acquired histogram data, as shown in equation (4-1).

> Pin(i)

Dout(N) ===ty FS  (4—1
outN) >" Pin(i) 4=0

N : digital output to be corrected
D,.(N) : corrected digital output for raw TDC output N

Pin (i) : histogram for raw TDC output |

FS : maximum TDC digital output value

Non-linearity correction can be made by applying inverse function of D,,(N), and

the TDC linearity calibration can be achieved.

(4) Easy Calibration for Time-Domain Signals
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Stochastic architecture is originally generated from stochastic flash ADC (SFADC)
design, which uses offset voltage variations in comparators as voltage references of
A-to-D conversion. As the comparator offset voltages are change randomly, the SFADC
is usually highly nonlinear. However, as the signal processed in ADC is “voltage”, it is

very difficult to apply self-calibration technology to ADC [6][7].

On the other hand, in TDC, the signal processed is “time” instead of “voltage”.
Self-calibration technology can be easily applied to stochastic TDC to compensate the
nonlinearity. Moreover, the digital-like constructions of histogram data acquisition and
digital error correction enable compatibility with digital LSI process. Stochastic TDC

architecture with self-calibration feature can be easily implemented in an all-digital way.

4.3 RTL Verification on Stochastic TDC

4.3.1 Simulation Model

RTL simulation was conducted to verify the operation and effectiveness of stochastic
TDC. The stochastic TDC modeled in RTL simulation is illustrated in Fig.4.5.

As illustrated in Fig.4.5 (a), in measurement mode, the START and STOP signals
are connected to the delay line inputs as a normal flash-type TDC, all the generated
output Q are delivered to the thermal-to-binary encoder, and transferred into a binary

representation of the time interval between START and STOP.

And as shown in Fig.4.5 (b), in calibration mode, one ring oscillator with two dummy
buffers is employed on the upper row and the frequencies of the upper ring oscillator
and the STOP signal are different, i.e. the upper ring oscillator and the STOP signal are
asynchronous (without correlation). The histogram data acquisition and digital error

correction can be achieved as follows:

(1) When SEL signal is in LOW state, the upper ring oscillator is initialized by the
START signal.

(2) When SEL signal goes from LOW to HIGH, the upper ring oscillator begins to

oscillate.
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(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs

(4)

()

are triggered and the value of D is transferred to the output Q. Each Q is with
probability proportional to the setup and hold time of the corresponding DFF.

All the generated output Q are delivered to the # of “1”s counter, and the
histogram for each bin (digital output) is computed. The relative variation (ratio)
among DFFs is measured by the histogram engine. After large enough
measurement cycles, each bin of histogram varies with corresponding DFF's

stochastic variation.

As the histogram data of each (relative) setup and hold time among DFFs is
acquired in calibration mode. In measurement mode, the digital error correction

operation is conducted based on the acquired histogram data.

OQ— 100ps 100ps

8 stages

g r l 1
[

START XJ
[ —o — +———D —D —D
>EL Q D Qb (o} ® o ® ’_ Q ’_ O —
—HD —D LD —HD LD
(o] o Q Qf Y Y ® ar QF
H _> — ] -
L - —H —H o
50 stages —| p ak v ab ° ah ° Y ° ? Qp QH
- _> — - —
| | | | |
| | | | |
| | |
D D D D D
L Q i\ a oh e o o Q Q
STOP -
Dout
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(a) Measurement mode
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(b) Calibration mode

Fig. 4.5 Simulation model of stochastic TDC

In practice, the setup and hold times of each DFF can vary and be different from each
other due to process variations. To model this uncertainty in RTL simulation, we model

the setup and hold times of the DFFs as a normally distributed stochastic variable 7.,

witha 7 mean and a standard deviation o .

The index of the DFFs is defined by its column address and row address. For
example, DFF11 stands for the DFF in column stage 1 and row stage 1. DFF_Q422
represents for the DFF in column stage 4 and row stage 22. The setup and hold times of
each DFF (case #1) is listed in Table 4.1.

Table 4.1 The setup and hold times of each DFF (case #1)
(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps)
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2328 | 2350 | 1239 | 24.67 2711 | 1822 | 1238 | 26.56
2448 | 19.28 | 2286 | 2398 | 3090 | 29.14 3.71 | 15.03
1513 | 2856 | 1275| 1837 | 1568 | 10.23 | 23.66| 24.34
2172 | 2584 | 1399 | 1572 | 1428 | 1826 | 26.12| 12.65
1626 | 1495 | 2271 | 24.04| 1580 | 2779 | 23.89| 2103
1760 | 1737 | 1991 691 | 2241 | 1545| 2219| 1751
21.34 397 | 2561| 16.77| 29.67| 1950 | 2236 | 16.27
2583 | 3094 | 1637 | 2924 | 2945| 1935| 1756 | 2340
1713 | 2100 | 2456 | 2341 | 2353| 2372 | 1433| 1750
20.14| 3519 | 1824 | 2943 | 2566 | 2042| 17.10| 1584
2041 | 2198 | 2131| 2474 17.90 1171 1959 | 23.93
1209 | 2510 | 2555| 1731 | 1644 | 1321 | 19.74| 1573
2618 | 2033 | 1398 | 3321 | 1965| 1980 | 26.64| 2487
2757 | 1541 | 1464 | 1222 | 2243| 1689 | 1646 | 19.05
2130 | 2516 | 27.43 784 | 26.07| 2195| 20.78| 2248
1893 | 2533 | 16.76 | 21.05| 2256 | 16.19| 3535 4.09
1843 | 1878 | 2244 | 20.75| 2098 | 1036 | 25.68| 19.94
1728 | 2581 | 1525| 26.01| 1564 | 2489 | 2135| 17.01
2284 | 2074 | 21.28| 2101 | 1445| 2668 | 2035 28.14
16.50 | 25.27 | 15.19 746 | 2331 | 2008 | 27.74| 1729
2649 | 1993 | 3495| 2344 | 2440| 1225| 21.29| 2237
2359 | 1755 9.49 9.28 9.69 | 16.83| 27.73| 30.38
1491 1591 | 2158 | 1956 | 28.00| 2374 | 17.93| 1574
34.83 5.96 491 1711 | 2152 | 13.78 | 21.99| 17.54
1501 | 2857 | 1485| 1360 | 16.87| 2357 | 13.86| 24.86
1782 | 28.06| 2895| 2216 | 1861 | 2502| 10.20| 2235
2325 | 23.63| 20.23 8.79 | 2747 | 16.90| 10.60 | 22.69
1520 | 2736 | 27.63| 2418 | 18.02| 2113 | 1384 | 2270
14421 19.48 | 1884 | 1396 | 26.23 1511 | 1031 | 22.49
3590 | 29.79| 1854 | 18.01| 1562 | 26.86| 19.73| 28.66
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2287 | 1518 | 2215| 30.55| 26.76| 20.95| 23.82| 13.64

1416 | 2031 | 2512 | 2321 | 1757 | 2127 | 2643 | 16.48

1441 20.79| 26.72| 2449 | 2283 | 14.78 14.31 14.26

2415| 1329 | 3089 | 1929 | 1827 | 1516 | 2223 | 2511

1858 | 2285 | 1836 | 18.04| 38.67| 2464 | 14.03| 19.13

1.82 11.04 | 1594 | 1930 | 20.05| 2367 | 21.04| 1595

22.73 960 | 2163| 1039 | 2010| 16.69| 2697 | 1748

26.11 776 | 19.32| 1092 | 1359 | 1788 | 18.69| 19.58

1805 | 2783 | 2314 | 16.34| 2369 | 2499 | 16.33| 1933

1154 | 2585| 2699 | 1094 | 1592 | 19.01| 2457 | 18.48

1197 | 3059 | 19.71| 1141| 2391 | 3320| 1752 | 2213

18.23 | 29.40| 31.01| 1259 968 | 2230| 2097 | 2954

2742 | 20.73 | 2242| 2843 | 20.04| 2257 | 1875| 18.72

1864 | 19.21| 1917 | 2737 | 2692 | 2698 | 13.36| 33.02

21.12 | 13.65 957 | 2455| 2157| 26.80| 20.99| 23.65

2485| 29.25| 13.01| 16.08| 13.14| 2279 | 1851 | 19.52

1515 | 1325 | 27.28| 1397 | 17.85| 2140 | 15.10| 20.06

2439 | 2447 | 2329| 2220 | 1883 11.70 | 26.89 | 17.07

1922 | 2642 | 2125| 16.71| 1871 | 1825| 1758 | 1596

The probability density function of DFFs’ setup and hold times in case #1 is
illustrated in Fig.4.6.
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Fig. 4.6 The probability density function of DFFs’ setup and hold times (case #1)

Three different stochastic TDC patterns are simulated separately in order to make a

comparison.

e Pattern 1: the number of the DFFs exploited in the stochastic TDC is 100 (2
columns x 50 rows). The setup and hold times of each DFF is the same as the

value listed in column 1~2 in Table 4.1.

* Pattern 2: the number of the DFFs applied in the stochastic TDC is 200 (4
columns x 50 rows). The setup and hold times of each DFF is the same as the

value listed in column 1~4 in Table 4.1.

» Pattern 3: the number of the DFFs used in the stochastic TDC is 400 (8 columns
x 50 rows). The setup and hold times of each DFF is the same as the value listed

in column 1~8 in Table 4.1.
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4.3.2 Simulation Results

This RTL simulation results of the above three patterns are as follows:
(1) Correlation between the Histogram and the DFF's Stochastic Variation

The setup and hold time of each DFF is normalized with dividing by the total delay
amount, i.e. (each delay amount / total delay amount), which represents the relative

variation (ratio) among the DFFs.

Measured histogram data for each bin of the stochastic TDC with the self-calibration
is normalized with dividing by the total number of measurements, i.e. (each histogram
data / total number of measurements), which stands for the relative variation (ratio)

among the histogram bins.

The relative variation among the DFFs and the relative ratio among the histogram
bins are illustrated in Fig.4.7. The simulation results indicate that there is strong
correlation between the histogram and the corresponding DFF’s stochastic variation: the
histogram for each bin (digital output) is with probability proportional to the setup and
hold time of the corresponding DFF.
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Fig. 4.7 Correlation between histogram and DFF's stochastic variation (case #1)

(2) Input-output Characteristics before and after Calibration

The linearity is compensated based on the correlation between the histogram data and
the DFF's stochastic variation, as shown in equation (4-2).
o N . .
a0, b @-2)

o FS

a _ Pin(i)

Dout(N) =

N : digital output to be corrected

D,,(N): corrected digital output for raw TDC output N

out

Pin(i) : histogram for raw TDC output |

FS : maximum TDC digital output value

The input-output characteristics of the stochastic TDC before and after calibration are
illustrated in Fig.4.8. The simulation results show that the TDC linearity is improved

after calibration.
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Input-output characteristics before and after calibration (case #1)

Fig. 4.8

(3) Measured INL before and after Calibration

The calibration results of the stochastic TDC are evaluated quantitatively. A

least-mean-square (LMS) method is applied to find a linear approximation to the

measurement results. The integral nonlinearity (INL), i.e. the deviation from the straight

INL is an index of the cumulative error between the measurement

line is calculated.

result and the linear approximation straight line. For INL, the more close to O the better.

The gain of the linear approximation straight line and offset can be calculated by the

following formulas:

— (4—3)

N-K, -K,-K,
N-K, -K

gain

80



1

K . K
offset= —2 — gain-—~ (4—4
N 9 N (4—4)

when the number of the DFFs exploited in the stochastic TDC is 100, 200, and 400, N
is equal to 100, 200, and 400 respectively. Kk, to K, are defined as follows:

K,=>"i (4-5)
K,=>" sG) (4—6)

K, :ZNJZ 4—7)

Ky=>1i-S() (4—8)

here i indicates a normalized input time difference given by the reference clock

division and S(i) is the corresponding TDC output histogram. The INL can be denoted
by

S(i) — (gain - i + offset)

INL(i)= o

(4—9)

The INL calculated from the above formulas are illustrated in Fig.4.9. The simulation

results indicate that INL is reduced after the calibration.
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(@) The number of the DFFs exploited in the stochastic TDC is 100
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(¢) The number of the DFFs exploited in the stochastic TDC is 400

Fig. 4.9 Measured INL before and after calibration (case #1)

(4) Time Resolution

Time resolution represents the minimum time interval that can theoretically be
resolved by the TDC in a single measurement, that is, the quantization step (LSB). It
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can be calculated by the following formula:

maximum_dput_code- minimum_dput_code
the_numberof_levels

Time_resolition= (4—10)

Table 4.2 Time resolution after calibration (case #1)

Pattern Time resolution

Pattern 1:
the number of the DFFs exploited in the 0.3258ps
stochastic TDC is 100

Pattern 2:
the number of the DFFs exploited in the 0.1613ps
stochastic TDC is 200

Pattern 3:
the number of the DFFs exploited in the 0.0876ps
stochastic TDC is 400

Table 4.3 Comparison with other TDC architectures

TDC architecture Time resolution
This work 0.0876ps
Freeze Vernier [11] 4.88ps
Vernier gated ring oscillator [12] 3.2ps
Delay line [13] 6.25ps
2D Vernier [14] 4.8ps
Local passive interpolation [15] 4.7ps
Inverter-chain [16] 80.0ps
Two-step [17] 3.75ps

We see that the stochastic TDC may be highly nonlinear before calibration, but its
nonlinearity can be compensated by the self-calibration method, and its time resolution

after calibration can reach sub-picosecond level.

It is worth to mention that though the multiplexer delay and the inverter delay are not
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considered in RTL simulation, these delays can be equivalently convert into certain
stochastic variations among the DFFs. That is to say, the multiplexer delay and the
inverter delay do not influence stochastic TDC providing a linear output with

sub-picosecond time-resolution.
4.3.3 The Influence of the Number of DFFs

The influence of the number of DFFs on the performance of stochastic TDC is

obvious from the simulation results.

For the input-output characteristics and measured INL before calibration, there is no
significant difference among the three patterns. However, for these performance
parameters after calibration, there are obvious difference among the three patterns.

From pattern 1 to pattern 2 then pattern 3, the number of the DFFs exploited in the
stochastic TDC increases from 100 to 200 then 400. Meanwhile, the improvement of the
linearity of the input-output characteristics and the reduction of measured INL after

calibration increases obviously.

This is because the stochastic architecture utilizes the stochastic variation in
deep-submicron CMQOS. The setup and hold time of the DFFs are usually modeled as a

normally distributed stochastic variable 7 __, witha z mean and a standard deviation

O .

Though the setup and hold times of each DFF can vary and be different from each
other due to manufacturing process variations, the stochastic variation among them is
very small compared to the measurement range. In this situation, in order to make the
self-calibration result accurate, adequate DFFs are required. The minimum required

number of DFFs can be calculated by:

The_minimum_required_number_of DFFs
3 measurement_range (4—11)
the_order_of _magnitude_of the_stochastic_variation_among_DFFs

For example, in above simulation, the measurement range is about 40ps and the order

of magnitude of the stochastic variation among DFFs is 10" ps. In this case, the
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required number of DFFs for accurate calibration is about 40ps =10~ ps = 400.

4.3.4 Other Delay Variation Cases

Beside delay variation case #1, other delay variation cases for stochastic TDC are
simulated to verify the operation principle. The detail information of the cases is listed
in Table 4.4.

Table 4. 4 Delay Variation Cases
(The setup and hold times of each DFF for case #2 ~ #6 are listed in the appendix.)

G Mean Standard deviation T
of normal distribution | of normal distribution
#1 20ps 6 100, 200, 400
#2 20ps 6 400
#3 20ps 6 400
#4 20ps 1 400
#5 20ps 2 400
#6 20ps 3 400

The input-output characteristics and measured INL before and after calibration for
case #2 ~ #6 are presented below. The simulation results indicate that the TDC linearity

is improved after calibration, and the INL is reduced after the calibration.

(1) Case #2 (Normal Distribution, Mean = 20ps, Standard Deviation = 6)
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4.4 Stochastic Architecture and Vernier Architecture

Both Vernier-type TDC and stochastic TDC can achieve sub-gate time resolution. But

the principles of these two architectures are different.

The fundamental concept of Vernier-type TDC is that the timing resolution is
determined by the delay difference of the start and stop line stages, i.e. buffer delay
difference, thus it can theoretically achieve an arbitrarily small value. However, this
architecture still suffers from the buffer delay mismatches which are caused by device
and circuit characteristics variations. Practical limits will arise when increasing
resolution are typically due to the time capture elements, process spread and drive/load
mismatch. Moreover, its monotonicity is not guaranteed and it may show some

non-linearity due to buffer delay mismatches.

The principle of stochastic TDC is quite different from Vernier-type TDC. Though
the delay mismatches still exist in stochastic TDC due to manufacturing process
variations, they are positively utilized to achieve fine time resolution. The resolution of
Vernier-type TDC is limited by the delay mismatches, but this does not happen in
stochastic TDC, as the resolution of stochastic TDC is achieved by utilizing the delay
mismatches. Moreover, the non-linearity of stochastic TDC can be compensated by
self-calibration.

Vernier architecture and stochastic architecture can be combined to realize stochastic
Vernier-type TDC, which can achieve an even finer time resolution than conventional
Vernier-type TDC. Self-calibration technique can also be applied on stochastic

Vernier-type TDC to improve the linearity.

45 Summary

In this chapter, stochastic process theory is applied in TDC architecture to positively
utilize the stochastic variation, which is caused by the integrated circuit manufacturing

process uncertainty, to improve the time resolution to sub-picosecond level.

This stochastic TDC may be highly nonlinear, but its nonlinearity can be
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compensated by self-calibration method. In calibration mode, the relative variation
(ratio) among DFFs can be measured by the histogram engine. After large enough
measurement cycles, each bin of histogram is with the probability proportional to the

setup and hold time of the corresponding DFF.

In measurement mode, the digital error correction operation is conducted based on
the acquired histogram data. The TDC performance before and after self-calibration can
be evaluated quantitatively by exploiting a least-mean-square method. In addition, in
order to make the self-calibration result accurate, there is a minimum requirement on the
number of DFFs.

Corresponding RTL simulation is conducted, and the operation principle of stochastic

TDC is verified by the simulation results.

Stochastic TDC with self-calibration can be applied to many physical experiments
with sub-picosecond resolution requirement, such as time-of-flight and lifetime
measurements in atomic and high energy physics, experiments that involve laser
ranging and electronic research involving the testing of integrated circuits and
high-speed data transfer.

References

[1] Satoshi Ito, Shigeyuki Nishimura, Haruo Kobayashi, Satoshi Uemori, Yohei Tan,
Nobukazu Takai, Takahiro J. Yamaguchi, Kiichi Niitsu, “Stochastic TDC
Architecture with Self-Calibration”, IEEE Asia Pacific Conference on Circuits
and Systems, Kuala Lumpur, Malaysia (Dec. 2010).

[2] Kentaroh Katoh, Yuta Doi, Satoshi Ito, Haruo Kobayashi, Ensi Li, Nobukazu
Takai, Osamu Kobayashi, “An Analysis of Stochastic TDC architecture with
Self-Calibration”, 5th International Conference on Advanced Micro-Device
Engineering (AMDE2013), Kiryu, Japan (Dec. 19, 2013).

[3] ‘Yuta Doi, Satoshi Ito, Shigeyuki Nishimura, Haruo Kobayashi, Nobukazu Takai,
“Vernier Stochastic TDC Architecture with Self-Calibration”, 4th International

Conference on Advanced Micro-Device Engineering, Kiryu, Japan (Dec. 7, 2012).

92



[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

Y. Park, D. D. Wentzloff, “A Cyclic Vernier TDC for ADPLLSs Synthesized from a
Standard Cell Library”, IEEE Transactions on Circuits and Systems, vol.58, no.7,
pp. 1511-1517 (July 2011).

Satoshi Uemori, Masamichi Ishii, Haruo Kobayashi, Yuta Doi, Osamu Kobayashi,
Tatsuji Matsuura,Kiichi Niitsu, Fumitaka Abe, Daiki Hirabayashi, “Multi-bit
Sigma-Delta TDC Architecture for Digital Signal Timing Measurement”, IEEE
International Mixed-Signals, Sensors, and Systems Test Workshop, Taipei, Taiwan
(May 2012).

Hisato Takehata, Toshiki Sugimoto, Hiroshi Tanimoto, Shingo Yoshizawa, “FPGA
Implementation of Stochastic Flash A-to-D Converter and Its Evaluation”, IEEE
International Symposium on Communications and Information Technologies
(ISCIT), Oct. 2015.

Toshiki Sugimoto, Hiroshi Tanimoto, Shingo Yoshizawa, “A Stochastic Flash
A-to-D Converter with Dynamic Element Matching Technique”, IEEE
International Symposium on Communications and Information Technologies
(ISCIT), Oct. 2015.

Jianjun Yu, Fa Foster Dai, Richard C. Jaeger, “A 12bit Vernia Ring
Time-to-Digital Converter in 0.13um Technology”, IEEE JSSC, vol. 45, no. 4
(April 2010).

M Zanuso, P Madoglio, S Levantino, C Samori, AL Lacaita, “Time-to-Digital
Converter for Frequency Synthesis Based on a Digital Bang-Bang PLL”, IEEE
Trans. CAS, (March 2010).

S. Henzler, S. Koeppe, W. Kamp, H. Mulatz, D. Schmitt-Landsiedel, “90nm
4.7ps-Resolution 0.7-LSB Single-Shot Precision and 19pJ-per-Shot Local Passive
Interpolation Time-to-Digital Converter with On-Chip Characterization”, ISSCC
(Feb. 2008).

K. Blutman, J. Angevare, A. Zjajo, N.P. van der Meijs, “A 0.1 pJ Freeze Vernier
time-to-digital converter in 65nm CMOS”, IEEE International Symposium on
Circuits and Systems (ISCAS), pp.85-88, June 2014.

P. Lu, A. Liscidini, P. Andreani, “A 3.6 mW, 90 nm CMOS gated vernier

time-to-digital converter with an equivalent resolution of 3.2ps”, IEEE Journal of

93



[13]

[14]

[15]

[16]

[17]

Solid-State Circuits, vol. 47, no. 7, pp. 1626-1635, 2012.

K. Townsend, A. Macpherson, J. Haslett, “A fine-resolution time-to-digital
converter for a 5GS/s ADC”, Proceedings of IEEE International Symposium on
Circuits and Systems, 2010, pp. 3024-3027.

A. Liscidini, L. Vercesi, R. Castello, “Time to digital converter based on a
2-dimensions vernier architecture”, Proceedings of IEEE Custom Integrated
Circuits Conference, 2009, pp. 45-48.

S. Henzler, S. Koeppe, D. Lorenz, W. Kamp, R. Kuenemund, D.
Schmitt-Landsiedel, “A local passive time interpolation concept for
variation-tolerant high-resolution time-to-digital conversion”, IEEE Journal of
Solid-State Circuits, vol. 43, no. 7, pp. 1666-1676, 2008.

M. Elsayed, V. Dhanasekaran, M. Gambhir, J. Silva-Martinez, E.
Sanchez-Sinencio, “A 0.8ps DNL time-to-digital converter with 250MHz event
rate in 65nm CMOS for time-mode-based XA modulator”, IEEE Journal of
Solid-State Circuits, vol. 46, no. 9, pp. 2084-2098, Sept 2011.

K. Kim, Y. Kim, W. Yu, and S. Cho, “A 7b, 3.75ps resolution two step
time-to-digital converter in 65nm CMOS using pulse-train time amplifier”,
Proceedings of IEEE International Symposium on VLSI Circuits, June 2012, pp.
192-193.

94



Chapter 5
CONCLUSION

5.1 Conclusion

In this study, mathematical methods including number theory, coding theory and

stochastic process theory are applied in the design of TDC architecture.

Though conventional flash-type TDC has the advantage of being able to measure a
single-event input, however, it has a disadvantage on circuit complexity, which leading
to large power consumption and chip area. In number theory, residue number system
represents a large integer using a set of smaller integers, so that computation may be
performed more efficiently. In the TDC circuit, the signal is “time” instead of “voltage”,
and the residue can be easily obtained with a ring oscillator. So | applied the residue
number system concept on TDC circuit design. By utilizing residue number system, a
large Flash-type TDC can be converted into a set of smaller Flash-type TDC performed
independently and in parallel, in order to reduce power consumption and chip area
significantly. RTL simulation and FPGA implementation are conducted to verify this
idea. The verification results show that the proposed residue number system based TDC

works with good linearity as expected.

However, this residue number system based TDC is easily to be affected by the
mismatches among the delay stages. Glitches occurs in the time-domain when there are
mismatches among the delay stages, which triggers an instability in the output digital
codes. Due to this, a parallel ring oscillator TDC architecture based on Gray code is
proposed. For the Gray code, the uncertainty during a transition is only one count,
unlike with the binary code used in residue number system, where the uncertainty could
be multiple counts. So the Gray code provides data with the least uncertainty. This
feature prevents certain data errors which can occur with natural binary code during
state changes. So | applied Gray code concept on TDC circuit design as an improvement

of residue number system based TDC. As a ring oscillator is a natural time-domain Gray
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bit code generator, a Gray code TDC architecture can be easily conceived by grouping a
few ring oscillators. The proposed Gray code TDC has a unique characteristic where
only one output of the DFFs changes state with each clock pulse. RTL simulation and
FPGA implementation are conducted to verify this idea. The verification results show
that the proposed Gray code TDC can provide a glitch-free binary code sequence, i.e. no
out-of-sequence code, even there are some amounts of mismatches among the delay

stages.

Parasitic capacitance, in electrical circuits, is the extra effect of conductors that serve
as plates between a dielectric, which is usually air. It becomes a problem with higher
frequencies because the very small distributed capacitances that exist will have lower
impedances at these frequencies. Taking this issue into consideration, | applied cyclic
code to generate the lower bits of Gray code, in order to reduce the frequency of the
outputs, i.e. to reduce the parasitic capacitance among circuit elements. FPGA

implementation and measurement results verify the operation principle.

In manufacturing process, device and interconnect parameters such as channel length,
wire parasitics, etc. can vary across the sample space of the manufactured chips. Under
such conditions, circuit performance characteristics like the voltage, delay, slew and
power are also stochastic processes. | applied stochastic process theory on TDC circuit
design, in order to positively utilize the stochastic process variation in circuit
characteristics to obtain effective fine time resolution. Based on conventional flash-type
TDC, we connect each delay buffer output to the data inputs of several DFFs. Since the
setup and hold times of the DFFs are not identical due to process variations, the edge
timing which changes DFF output from 0 to 1 can be different among these DFFs. Then
their statistical variation becomes the effective time resolution of the TDC, which is
much finer than the order of magnitude of the buffer delay. This stochastic TDC may be
highly nonlinear, but its nonlinearity can be compensated by the above self-calibration
method. RTL simulation is conducted to verify this idea. The verification results show
that the proposed stochastic TDC with self-calibration is practical for realizing a linear

TDC with sub-picosecond time-resolution.

The proposed residue number system based TDC, Gray code TDC, Gray code TDC
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with cyclic code, and stochastic TDC architectures combine mathematical elegance and
TDC circuit design to an unusual degree, and show the beauty of this particular

combination of mathematics and engineering.

Furthermore, we make fully digital FPGA implementation (design, simulation,
verification, and testing) of these TDCs. The design work uses only RTL (without
SPICE) simulation and FPGA (instead of full custom CMQOS) implementation, which
would be suitable for mixed-signal SoC design in nano-CMOS era.

5.2 Future Work

Stochastic process theory can also be combined with Vernier-type TDC, which can
achieve an even finer time resolution than current stochastic TDC. In the future,
stochastic Vernier-type TDC with self-calibration feature will be highly considered.
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Appendix

Table |

The setup and hold times of each DFF (case #2)

(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps)

26.15| 20.75| 1954 | 2832 | 1990| 30.13| 16.94| 17.80
1822 | 26.65| 1929 | 2002 | 1848 | 1706 | 11.26| 24.26
1422 | 19.82| 19.22| 28.80 9.10| 1745| 2549 | 26.92
33.77| 2191| 16.14| 1715 2772 | 1754| 11.74| 16.84
1040 | 26.86| 2246 | 1730| 23.80| 3117 | 21.21| 1511
2153 | 2279 | 31.33| 2469 | 16.28| 18.84| 16.33| 29.24
21.51 6.31| 1230 | 1344 | 2570| 3113 | 20.74| 23.97
2038 | 3176 | 21.17| 2544 | 1696 | 2255| 1576 | 23.65
21.07 | 21.49| 1376 | 2398 | 1200| 24.23| 21.00| 16.12
9.09| 3229 | 11.99| 2950 | 37.05| 24.42| 2540 | 17.65
22.94 976 | 2443| 1611 | 30.00| 2024 | 17.19| 2101
2773 | 2032 | 1858 | 24.75| 20.03| 17.66| 2215| 2285
12.79 | 20.09| 26.66| 2250 | 21.29| 30.05| 23.05| 16.59
2345 | 1592 | 2236 | 2543 | 2412| 2377 | 17.85| 2195
16.46 | 24.46| 15.05| 1499 | 2334 | 1754 | 1580 | 23.48
1759 | 2381 | 2282 | 1482 | 1784 | 25.07| 2321 | 15.04
1771 3280 | 1868 | 1733 | 1535| 13.02| 1947| 2151
13.65| 1750| 11.30| 1362 | 2768| 2511 | 2524 | 1691
2514 | 1980 | 1871 | 2156 | 21.17| 26.85| 3119 | 2743
1699 | 1743 | 2193 | 39.64| 13.09| 1212 | 1589 | 1240
13.86 | 11.48| 3054 | 1441 1811 | 2324 | 27.10| 2845
2211 | 2048 | 2567 | 10.04| 22.09| 19.62| 2448 | 29.95
2430 | 25.09| 1488 | 1150 | 2159 | 19.08| 1852 | 25.96
1589 | 29.81| 26.38| 2860 | 1757 | 2475| 3449 | 2052
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13.06 | 10.73 | 31.80| 2156 | 2258| 1258 | 25.68| 25.88
3239 | 2171 853 | 1254 | 1757 11.73 7.39 | 20.75
25.72 11.89 | 1468 | 2537 | 1644 | 1654 | 16.65| 2516

751 | 20.75| 13.04 849 | 2561 11.79 | 19.67 7.71

508 | 30.53 426 | 1958 | 2736 | 14.28| 19.77| 23.26
1279 | 2542 | 2183 | 1824 | 2758 | 3037 | 19.09| 20.59
2122 | 12.72 6.57 | 26.21 9.56 | 16.47 7.88 9.93
1849 | 1695 | 17.77| 19.64| 1091 | 1933 | 19.65| 1546
2142 | 2258 | 26.69| 3043 19.11 | 1999 | 1943 | 2754
18.03 1163 | 2049 | 2197 | 2340| 30.20| 23.39| 2453
1769 | 2259 | 2162| 1630 | 17.33| 1959 | 20.20| 25.82
2432 | 1591 | 2097| 2595 6.99 | 1264 | 1750 | 15.99
2474 | 2427 | 1861 | 1595 6.41 | 2166| 17.20| 17.59
1162 | 24.63 1111 | 1835 1264 | 13.43| 2314 | 13.40
1524 | 1418 | 2057 | 1471 | 2328 | 3092 | 1559 | 1315
31.23| 1518 | 2398 | 1509 | 2722| 2022| 19.80| 26.92
1909 | 2560 | 1457 | 2730 | 20.14| 2061 | 16.21| 13.34
2386 | 1906 | 1659 | 19.15| 1980 | 2364 | 10.26| 20.16
2493 | 3086 | 2019| 2418 | 2378 | 2611 | 2277| 1961
3292 | 20.73| 19.07| 1996 | 2480 | 16.57 | 1477 | 29.92
16.32 | 20.17| 2844 | 2163 | 26.20| 20.40 590 | 2554
1993 | 1398 | 2915 | 1344 | 2471 | 2422 | 1884 | 2553
18.75 | 2584 | 27.22| 2457 1192 | 16.07 | 19.84| 23.39
2120 | 2599 | 2063| 2747 | 26.09| 1896 | 1560 | 24.55
1651 | 2287 | 1371 | 1596 | 26.23| 2523 | 1425| 1794
2689 | 19.82| 1899 | 15.80 10.11| 1985 | 29.42 11.77
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Table 11

The setup and hold times of each DFF (case #3)
(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps)

10.25| 1899 | 20.19 394 | 1233| 30.01| 19.62| 22.08
29.60 | 16.89 | 1221 | 2482 | 2048| 2163 | 1757 | 13.10
1540 | 1866 | 33.78| 18.15| 1450| 1533 | 10.98| 21.02
1186 | 2287 | 21.84| 2231 | 2114 | 1785| 2588 | 21.66
21.27 | 19.50 799 | 26.04| 1753 | 1954 | 1585| 33.98
2093 | 21.34| 1855| 26.89| 1201 | 24.36| 2053 | 31.54
2403 | 26.85| 2191| 21.75| 1715| 19.15| 2231 | 16.45
2287 | 2317 | 1955| 2796 | 31.20| 1940 2.87 | 16.63
2305| 2061| 34.18| 2086 | 1256 | 20.28| 11.93| 23.58
16.88 | 17.14| 17.72| 1756 | 29.45| 14.89| 3287 | 1286
1868 | 29.08| 2154 | 1893 | 10.01| 2658 | 19.71| 22.80
2988 | 2277| 26.75| 1958 | 1268 | 27.14| 15.65| 31.60
1558 | 24.16| 21.07| 2083 | 1335| 2481 | 1851 | 27.62
1023 | 2466 | 2112| 2444 )| 1409| 19.04| 28.10| 17.90
13.69 | 28.11| 2859 | 1930 | 14.18| 2432| 2047 | 2352
19.79 9.92 9.85| 2152 | 26.29 8.22 | 13.49| 24.05
11.80 936 | 2721| 2273| 2202| 1703 | 1574| 1228
2857 | 1943 | 1349 | 2431 | 2197| 31.03| 2534 | 16.65
1659 | 1852 | 1415| 1799 | 20.15| 26.06| 2543 | 2555
2728 | 2591 | 1416 914 | 2107 | 2868 | 1131 | 2145
2377 | 1741 | 1286 | 17.71| 2814 | 2475| 20.71| 3103
2041 | 3058 | 1539 | 2526 | 23.04| 1433 | 1425| 23.26
31.88 | 13.80| 1328 | 1755| 36.79 | 2371 8.97 | 1457
13.45| 1829 | 21.28| 1931 | 2885| 29.10 9.25| 20.69
2590 | 19.26| 2068 | 1273 | 1791 | 19.13 767 | 1411
2197 | 2071 | 2352| 1930 | 3119| 1270 | 19.26 | 27.44
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1725 | 23.82| 3283 | 2432 | 1918 | 2228 9.79 | 1961
2251 | 2239 | 2155| 1333| 1897 | 2195| 2235 19.34
13.92 8.33 | 14.66 8.80 7.00 | 2410| 2699 | 24.13
1981 | 27.78| 16.86 | 22.63 11.87 | 1727 | 26.66 | 20.64
1987 | 20.77 | 21.96 | 18.88 727 | 1810| 1290 | 2311
2531| 20.09| 2529 | 1754 | 2838| 1991 | 30.69| 2577
18.14 | 2538 | 17.65| 21.26 1159 | 1955 | 1855| 2222
1451 | 1428 | 2549 | 16.18| 2388 | 2785| 2184 8.91
23.08 | 1542 | 30.19 1132 | 1927 | 1851 | 1472 | 29.96
2347 | 1854 | 1942 | 1963 | 2382 | 1731 | 1275 1844
2321 | 2572 | 1883 | 2942 | 2243| 2330| 2697 | 28.83
16.09 | 21.00| 1738 | 1866 | 16.71 958 | 21.15| 29.50
25.38 1192 | 16.70 | 1565 | 18.64| 2428 | 26.67| 2514
29.62 | 3192 | 1428| 1869 | 20.74| 2485| 1297 | 17.76
13.77 | 1882 | 2438| 1274 | 2678| 1703 | 31.03| 1821
2426 | 1963 | 17.37| 3284 | 2275| 2059 | 16.34| 2228

946 | 2542 | 1684 | 1899 | 2257 | 2427 | 1401| 16.05
1539 | 1338 | 22.01| 1872 | 32.63| 2315 10.11 5.10
2891 | 20.76 | 21.34| 1935| 1425| 2859 | 2853 | 2226
1713 | 27.18| 1876 | 2235| 3564 | 2461 | 17.75| 2854
1404 | 2269 | 2243 | 14.26 11.07 | 23.96 8.31| 13.20
20.68 | 22.08| 20.68| 1380| 2451 | 1268 | 2430| 1821
19.59 6.06 | 18.57 8.72 | 2255 | 2742| 2346 19.39
20.05| 2453 | 1887 | 23.76| 2646 | 1840 | 2047| 23.09
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Table I

The setup and hold times of each DFF (case #4)
(Normal distribution, mean = 20ps, standard deviation = 1, unit: ps)

2052 | 1876 | 19.27| 2129 | 2195| 2136 | 21.67| 20.97
2026 | 2040 | 17.70| 19.15| 20.08| 1880 | 21.12| 2157
19.27| 1919 | 2111 | 2127 | 1958| 20.02| 19.85| 1843
1896 | 2012 | 2194 | 1987 | 19.77| 1799 | 20.16| 20.79
2013 | 1864 | 1926| 20.15| 1950| 2106 | 1997 | 19.32
18.82 | 19.14| 19.74| 19.72| 21.28| 19.79| 21.18| 20.98
2024 | 1851 | 2099 | 21.32| 2005| 21.76| 1933 | 19.69
20.06 | 2043 | 2084 | 2187 | 2116| 2249 | 20.78| 20.33
21.08 | 2135| 19.74| 1947 | 1880 | 19.41| 20.64| 21.04
19.04 | 2019 | 2184 | 2045| 20.74| 2081 | 20.64| 2125
1798 | 20.63| 1883 | 19.78| 20.08| 2091 | 20.32| 2226
19.04 | 1986 | 2055| 21.21| 19.79| 1856 | 19.75| 21.56
2086 | 1958 | 19.73| 1943 | 1888 | 20.05| 21.02| 20.25
1901 | 2055| 19.64| 19.03| 2032 | 1932 | 19.38| 18.98
1992 | 17.41| 1941 | 1940 | 1819| 2090 | 19.09| 19.97
19.14| 1895| 19.69| 1942 | 20.16| 1952 | 1839 | 20.38
2090 | 20.19| 1935| 1999 | 20.05| 2191 | 19.89| 19.06
19.06 | 19.28| 20.69| 1857 | 20.62| 2181 | 19.97| 19.83
2039 | 20.85| 21.08| 1930 | 20.36| 20.25| 2181 | 2045
18.36 | 18.78| 20.60 | 1994 | 1948 | 1823 | 20.99| 19.88
2051 | 19.06| 21.73| 1848 | 20.46| 20.08| 1957 | 19.98
2092 | 1852 | 19.01| 1844 | 2050 | 19.98| 1946 | 20.10
20.74 | 2043 | 1982 | 2040 | 2195| 1994 | 2130 | 18.88
18.84 | 19.44| 1993 | 1940 | 1936| 2021 | 2182 | 19.72
1997 | 2056 | 19.27| 1933 | 21.14| 1949 | 20.65| 20.28
1975 1941 | 1916 | 19.21| 19.70| 19.78| 19.36| 17.96
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20.76 | 1920 | 20.32| 1944 | 20.77| 1872 | 18.68| 18.37
2021 | 19.78| 2033 | 21.16| 2050| 19.06 | 19,51 | 20.34
20.07| 20.23| 2031| 2011| 19.74| 2129 | 1932 | 1842
2039 | 2244 | 2153| 2041 | 2131| 1876 | 2097 | 21.04
2189 | 2022 | 1947| 2040 | 2036 | 19.04| 20.17| 2228
20.34| 2094 | 1827| 2045| 1855| 2048 | 20.24| 20.83
1953 | 19.68 | 21.12| 21.34| 2050| 1866 | 19.28| 18.99
1856 | 2221 | 1788 | 2047 | 1898 | 20.77| 2031 | 19.73
2051 | 1835| 20.70| 2122 | 1997 | 2130 | 2172 | 21.14
21.01| 20.15| 2016| 1879 | 2031 | 1953 | 20.87| 2196
1933 | 19.85| 1971 | 2055 | 2147 | 1948 | 19.78| 19.75
19.15| 1852 | 19.75| 19.23| 20.86| 20.04| 18.67| 20.58
1930 | 17.77| 1986 | 1958 | 1982 | 19.69| 20.24| 19.82
2110 | 2128 | 19.08| 2259 | 17.88| 1990 | 1895| 1848
1926 | 1953 | 1898 | 2097 | 20.06 | 20.70| 19.39| 19.14
2112 | 1871| 2050| 2060 | 2153| 21.18| 20.15| 20.70
1857 | 19.61| 1887 | 19.27| 2034 | 2032 | 20.04| 20.59
1995 | 2093 | 1940| 1992 | 1932 | 1967 | 2058| 20.78
1891 | 2140 | 1906 | 1936 | 2026 | 1965| 21.10| 2115
1948 | 1851 | 2180 | 2082 | 1878 | 17.85| 19.18| 19.94
21.77| 2023 | 19.67| 1963 | 1941 | 2006 | 19.09| 1843
20.67 | 2144 | 1958 | 1985| 19.75| 1858 | 18.89| 2129
20.63 1911 2035| 19.21| 1799 | 21.19| 2041 | 1948
1982 | 20.75| 19.80| 2048 | 19.10| 2057 | 21.70| 19.63
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Table IV The setup and hold times of each DFF (case #5)
(Normal distribution, mean = 20ps, standard deviation = 2, unit: ps)

1797 | 1735| 19.92| 2011 | 1730| 2155| 1536 | 15.88
2044 | 1642 | 2064 | 2328 | 19.19| 2089 | 20.11| 16.00
18.10 | 1759 | 16.52 | 1887 | 2242 | 1580 | 24.62| 23.68
1456 | 2343 | 20.06 | 2391 | 19.02| 2229 | 19.78| 19.04
2193 | 2194 | 1720| 1950 | 2198| 2160 | 1998 | 18.72
19.77| 1813 | 17.90| 1830 | 22.86| 19.62| 18.80| 21.26
1792 | 2117| 2030 | 19.28| 1738 | 2321 | 20.99| 18.38
1908 | 17.04 | 18.08| 16.01| 17.24| 1874 | 19.85| 2103
2223 | 2459 | 2328 | 17.38| 1842 | 17.47| 1747 | 1753
2116 | 1785| 2215| 2087 | 17.26| 21.92| 16.04| 23.12
2118 | 21.16| 1940| 2108 | 2096 | 2104 | 1795| 1941
2191 | 1939 | 2152| 2203 | 1819| 19.15| 24.05| 1861
19.75| 1938 | 1939 | 2008 | 2155| 1791 | 21.07| 15.83
1948 | 2174 | 1922 | 1982 | 2019 | 1765| 1997 | 2236
2240 | 19.17| 18.07| 17.00| 16.44| 1596 | 2391 | 2139
19.04 | 1945| 2375| 1871 | 20.14| 19.25| 2134 | 19.97
2331 | 16.37| 18.06| 2351 | 20.07| 1818 | 2237| 2102
19.26 | 20.62| 1841 | 2094 | 2047| 1937 | 21.19| 19.09
1928 | 2019 | 1932 | 20.16| 2593| 2051| 2036 | 18.07
2033 | 1900| 2146 | 20.83| 18.85| 19.86| 1956 | 21.28
20.14 | 18.03| 19.24| 1969 | 2045| 2181 | 21.69| 19.49
1986 | 1792 | 16.84| 20.67| 1883 | 20.09| 21.72| 20.74
1681 | 20.02| 17.74| 2104 | 20.77| 20.70| 20.19| 16.71
2229 | 2177| 1990 | 1991 | 1834 | 1838 | 23.78| 1882
2250 | 2105| 1885| 16.37| 2193| 21.17| 2230 | 17.49
2006 | 1838 | 1790 | 20.07| 2207 | 1847 | 2230 | 2392
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2052 | 21.25| 1887 | 2124 | 1872 | 2092 | 23.16| 21.40
1983 | 17.77| 2050 | 20.73| 16.56| 19.01 | 21.65| 20.74
1643 | 19.67 | 1927 | 1952 | 1719 | 2208 | 19.77| 22091
1755 2101 | 2175| 1737 | 1882 | 2033 | 18.04| 20.01
1927 1571 1733 | 2098 | 1883 | 2150 | 18.71| 19.20
1797 | 16.89| 20.77| 1867 | 23.00| 1822 | 21.09| 22.14
2116 | 2269 | 1792| 2054 | 1764 | 2165| 2069 | 16.17
1930 | 2095 | 2189 | 2086 | 24.01| 2270| 1957| 2311
19.28 | 2057 | 1737 | 1816 | 2399 | 2139 | 2062| 17.84
20.08 | 20.45| 20.00| 1960 | 19.67| 2334 | 2043 | 24.06
2221 | 2238 17.85| 1714 | 2057 | 1632 | 1769 | 2361
22.04| 1503 | 20.02| 1991 | 1948 | 1746| 19.08| 19.20
1984 | 19.75| 2347 | 2100, 1941| 1828 | 18.10| 17.64
1772 | 19.65| 1875| 20.16| 2049 | 1974 | 17.13| 1886
16.02 | 2041 | 1796 | 19.04| 16.03| 1966 | 1856 | 22.19
2240 | 2414 | 2222| 20.10| 1794 | 2040 | 1942 | 2301
1833 | 1752 | 1386 | 2188 | 1895| 1448 | 1742 | 1942
2237 | 1657 | 2069| 2117 | 1735| 2192 | 2227| 1829
2016 | 2232 | 2023| 2266 | 21.70| 20.01| 20.17| 21.78
2194 | 2265| 1836| 1792 | 1855| 1886 | 2257 | 21.72
21.01| 1822 | 2343| 2034 | 1865| 2255| 16.30| 18.28
1928 | 16.86| 17.84| 2025| 18.68| 2490 | 2039 | 17.09
2199 | 1969 | 1594 | 1508 | 1844 | 1991 | 17.75| 22.03
1492 | 2021 | 16.19| 1819 | 2190| 1992 | 2265| 16.71
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Table V  The setup and hold times of each DFF (case #6)
(Normal distribution, mean = 20ps, standard deviation = 3, unit: ps)

2046 | 2150| 17.80| 16.80| 18.15| 2246 | 2143 | 2226
1845 | 19.65| 1969 | 13.82| 2234 | 2174 | 1456 | 2219
1493 | 1884 | 15.07| 2412 | 1755| 16.75| 16.29| 21.36
18.41| 20.05| 19.77| 1834 | 2322 | 21.82| 2224 | 26.16
2063 | 2244 | 1964 | 1530 | 1843 | 2462 | 17.48| 18.77
2238 | 1548 | 2088 | 2111 | 1490 | 21.08| 2158 | 21.14
2106 | 1768 | 2036 | 21.24| 21.08| 15.07| 23.20| 19.15
2209 | 16.71| 2283| 1593 | 1549 | 2351 | 2339 | 1816
19.33| 2019 | 1823 | 16.84| 19.75| 20.04| 21.23| 19.04
20.16 | 23.00| 16.74| 1920 | 26.96| 18.86| 2229 | 24.92
1732 | 2224 | 24.09| 2236 | 1955| 1658 | 1511 | 24.72
19.77| 1425| 2523 | 1829 | 2098 | 19.14| 2145| 19.63
1959 | 2312 | 2159 | 1681 | 26.71| 19.33| 1940 | 20.85
2595 | 2384 | 1452 | 1713 | 23.02| 1723 | 2465| 17.18
2251 | 2041 | 2641 | 1743 | 2464| 1353 | 1811 | 16.86
2207 | 20.75| 15.01| 23.15| 18.07| 1820 | 19.97| 23.58
20.09 | 25.07| 21.21| 27.07 1196 | 1835| 13.07| 20.92
1941 | 2321| 2050 | 2193 | 21.29| 1517 | 1952 | 20.37
2262 | 2117| 1821 | 1112 | 2265| 18.00| 1840 | 16.55
2024 | 2256 | 16.01| 21.98| 23.67| 20.08| 26.23| 23.35
1920 | 26.89| 1513 | 2839 | 1849 | 19.23| 2360 | 20.64
2055 | 1558 | 2279 | 2415| 2485| 2210| 18.95| 19.45
1995 | 17.13| 1829 | 2138 | 1814 | 1985| 1456 | 2451
2025 | 1884 | 1880 | 2006 | 1882 | 17.06| 17.16| 19.83
2027 | 1941 | 1875| 2284 | 1754| 19.04| 19.17| 19.57
1894 | 1690 | 2280 | 16.83| 19.45| 17.06 | 21.16| 24.50
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18.76 | 1858 | 20.09| 2081 | 2138| 1992 | 1953 | 17.12
1848 | 20.71| 1440| 2095 | 2149| 2231 | 1759 | 21.09
1828 | 2211 | 2217 | 2062 | 23.00| 1786 | 20.22| 18.10
20.74| 1338 | 1833 | 2094 | 1892 | 1921 | 21.19| 15.03
2140 | 2139 | 1929| 1712 | 23.77| 2019 | 2149 | 19.72
1774 2353 | 1891 | 1709 | 1984 | 1592 | 18.88| 15.89
1892 | 1878 | 15.05| 1756 | 1573 | 1944 | 1991 | 2497
1685 | 2198 | 21.26| 2227 19.11| 1946 | 2275| 2515
20.72 | 2452 | 2098| 2151 | 2845| 17.00| 1555| 19.01
2533 | 2495| 2219| 1985| 2394 | 1852 | 19.12| 19.95
2157 | 1928 | 2460| 1569 | 2414 | 2145| 2208 | 2167
20.60 | 16,57 | 19.17| 19.28| 2275| 1960 | 20.31| 23.80
1568 | 2066 | 20.01| 16.15| 2289 | 2041 | 1958 | 20.78
1938 | 2179 | 1783 | 1856 | 19.75| 2039 | 1847 | 21.78
2265| 2261 | 20.67| 1964 | 1343 | 1417 | 19.06| 2207
1780 | 16.81| 1931 | 2202 | 1935| 2362 | 19.18| 2351
1567 | 2120 | 2091 | 1649 | 2730| 2291 | 20.14| 2470
16.06 | 1845 | 2051 | 1835| 1945| 20.29| 16.62| 23.02
2481 | 1656 | 21.43| 2150 | 2243| 2259 | 1752 | 19.69
1753 | 1469 | 2058 | 17.72 20.11 | 1850 | 20.15| 16.80
1919 | 1839 | 2438| 2159 | 20.74| 2369 | 2153| 16.77
2122 | 1966 | 2491| 1886 | 21.60| 21.08| 19.61 11.38
2274 2172 1951 | 2499 | 2012| 1950 | 20.75| 23.95
18.67 | 16.28 | 20.17| 21.64| 2207 | 1851 | 16.17| 14.72
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