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Abstract 

 

The purpose of this dissertation is to design some new TDC architectures suitable 

for implementation with fine digital CMOS. These architectures can either reduce 

circuit complexity significantly compared to conventional TDCs while keeping 

comparable performance and glitch-free characteristics, or achieve fine time resolution, 

high linearity, and self-calibration features. 

Mathematics is the language of electronic and electrical engineering. Mathematical 

concepts and methods are used in all areas of electronic and electrical engineering. 

Especially, number theory and coding theory in mathematics are found to be suitable 

for circuit design, as number theory and coding theory combine mathematical elegance 

and some engineering problems to an unusual degree. 

To attain the main objective to design some new TDC architectures suitable for 

implementation with fine digital CMOS, mathematical methods such as number theory 

and coding theory are introduced into the design of TDC architectures. In detail, 

residue number system, Gray code, and cyclic code are applied in parallel ring 

oscillator TDC architectures, in order to reduce hardware, power consumption, as well 

as chip area significantly compared to a flash type TDC, while keeping comparable 

performance and glitch-free characteristics. Furthermore, stochastic process theory is 

also applied in TDC architecture to utilize the large variation in circuit characteristics 

of fine CMOS. The stochastic architecture with self-calibration feature can realize a 

linear TDC with fine (sub-picosecond) time-resolution.  

Chapter 1 introduces the background, the motivation, and the objectives of this 

research and the proposed approaches. Chapter 2 discusses the basic TDC 

specifications and its architectures. Chapter 3 presents proposed parallel ring oscillator 

TDCs based on residue number system, Gray code, and cyclic code. Their RTL 

simulation waveforms, FPGA implementation and verification results are presented 

and discussed. Chapter 4 presents proposed stochastic TDC based on stochastic 

process theory. The RTL simulation waveforms, FPGA implementation and 
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verification results are presented and discussed. Chapter 5 summarizes conclusions 

obtained through this research. 

Applying number theory, coding theory and stochastic process theory in TDC circuit 

design is showing the beauty of the particular combination of mathematics and 

engineering. We make fully digital FPGA implementation (design, simulation, 

verification, and testing) of these TDCs. The design work uses only RTL (without 

SPICE) simulation and FPGA (instead of full custom CMOS) implementation, which 

would be suitable for mixed-signal SoC design in nano-CMOS era. 
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Chapter 1 

INTRODUCTION 

In this chapter, the research background and motivation are introduced in section 1.1. 

Then the research objective and approach are discussed in section 1.2 and section 1.3 

respectively. Finally, the outline of the thesis is described in section 1.4. 

1.1 Research Background and Motivation 

With the integrated circuit fabrication technologies (e.g., CMOS) reach the deep 

sub-micrometer regime, circuits that process analog voltage signals encounter scaling 

impediments. As the supply voltage decreases in accordance with the scale shrinkage of 

semiconductor processes, there is often not enough voltage headroom for any 

sophisticated analog architectures, e.g., cascades [1]. And while voltage levels decrease 

continuously noise does not scale, the signal-to-noise ratio (SNR) degrades and the 

noise would cause a meta-stability issue. Since most applications have stringent 

performance requirements in terms of SNR and distortion ratio, i.e., resolution, it is 

getting more difficult to design the analog circuit part in the voltage-domain that 

configures the mixed-signal chip [2]. 

 

Fig. 1. 1 The way to the time domain 

On the other hand, the positive side of scaling, the switching characteristics of MOS 

transistors offer excellent timing accuracy at high frequencies. Thus, a new design 
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paradigm with deep sub-micrometer CMOS technologies is possible, in which the 

time-domain resolution of a digital signal edge transition is superior to the voltage 

resolution of an analog signal [3]. 

In electronics, a Time-to-Digital-Converter (TDC) is a device measuring the time 

interval between two signals and converting it into digital (binary) output. Advanced 

CMOS process enables TDC time resolution of several pico-seconds, and the resolution 

improves as switching speed increases. TDC is playing an increasingly important role in 

the nano-CMOS era, as it is well suited to implementation with fine digital CMOS 

processes [4][5][6][7]. 

1.2 Research Objective 

In current Systems-on-a-Chip (SoC), digital technology is dominant although there 

are usually some analog circuits present. Most devices are targeted for digital circuit 

improvement; if the design of analog/mixed-signal (AMS) circuits were taken into 

account, the manufacturing cost would increase. The role of AMS circuit designers, who 

have to be very adaptive, is to design high-performance AMS circuits utilizing 

digital-friendly devices. Nano CMOS processes are digital device oriented and AMS 

designers face challenges of low voltage supply, small intrinsic gain and large device 

parameter variation as well as reliability and testing problems. The solution to this 

problem has been suggested as digitally-assisted analog technology, which utilizes 

digital technology extensively for AMS circuit performance improvement. 

As CMOS processes scale down, design and implementation of a full custom SoC 

becomes more difficult technically and economically. On the other hand, a field 

programmable gate array (FPGA) is attractive due to its flexibility, and it can be used 

for so-called disruptive innovation. We consider that FPGA implementation (design, 

simulation, verification, and testing) of all AMS, logic and memory would be one of the 

goals for the digitally-assisted analog technology. 

In nano CMOS era, a TDC plays an important role. Varieties of TDC architectures are 

proposed, such as flash-type TDC, Vernier delay line TDC, and so on. However, 
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conventional TDC architectures have disadvantages on circuit complexity, and 

non-linearity due to buffer delay mismatches [6][9]. 

Based on above consideration, the main objective of this study is to design some new 

TDC architectures suitable for implementation with fine digital CMOS. These 

architectures can either reduce circuit complexity significantly compared to 

conventional TDCs while keeping comparable performance and glitch-free 

characteristics, or achieve fine time resolution, high linearity, and self-calibration 

features. We make fully digital FPGA implementation (design, simulation, verification, 

and testing) of these TDCs. The design work uses only RTL (without SPICE) simulation 

and FPGA (instead of full custom CMOS) implementation, which would be suitable for 

mixed-signal SoC design in nano-CMOS era. 

1.3 Approach 

Mathematics is the language of electronic and electrical engineering. A number of 

electrical laws (e.g., Maxwell's equations for electromagnetics, Kirchhoff's Rules for 

circuit analysis) are mathematical expressions. Mathematical concepts and methods are 

used in all areas of electronic and electrical engineering. For example, Circuit analysis 

is the study of methods of solving generally linear systems for unknown variables such 

as the voltage at a certain node or the current through a certain branch of a network. 

Especially, number theory and coding theory in mathematics are found to be suitable 

for circuit design, as number theory and coding theory combine mathematical elegance 

and some engineering problems to an unusual degree. Number theory, sometimes called 

"higher arithmetic", is a branch of pure mathematics devoted primarily to the study of 

the natural numbers and the integers. It is sometimes called "The Queen of 

Mathematics" because of its foundational place in the discipline. Coding theory, 

sometimes called algebraic coding theory, is the study of the properties of codes and 

their fitness for a specific application. It makes use of classical and modern algebraic 

techniques involving finite fields, group theory, and polynomial algebra. It has 

connections with other areas of discrete mathematics, especially number theory.  



4 

 

Recently, several novel circuit design schemes have been proposed based on number 

theory and coding theory. The major advantage of applying number theory and coding 

theory is the beauty of this particular combination of mathematics and engineering. For 

example, Fibonacci sequence is applied in SAR ADC algorithm design to realize 

reliable and high-speed SAR AD conversion [10]. Magic square is applied in segmented 

DAC layout design to reduce the linear gradient error effects and improve the linearity 

effectively [11].  

To attain the main objective to design some new TDC architectures suitable for 

implementation with fine digital CMOS, mathematical methods such as number theory 

and coding theory are introduced into the design of TDC architectures. In detail, residue 

number system, Gray code, and cyclic code are applied in parallel ring oscillator TDC 

architectures, in order to reduce hardware, power consumption, as well as chip area 

significantly compared to a flash type TDC, while keeping comparable performance and 

glitch-free characteristics. Furthermore, stochastic process theory is also applied in TDC 

architecture to utilize the large variation in circuit characteristics of fine CMOS. The 

stochastic architecture with self-calibration feature can realize a linear TDC with fine 

(sub-picosecond) time-resolution.  

1.4 Outline of the Thesis 

The outline of this dissertation is as follows: 

Chapter 1 

This chapter introduces the background, the motivation, and the objectives of this 

study and the proposed approaches. 

Chapter 2 

The chapter discusses the basic TDC specifications and its architectures. 

Chapter 3 

This chapter presents proposed parallel ring oscillator TDCs based on residue number 

system, Gray code, and cyclic code. Their RTL simulation waveforms, FPGA 

implementation and verification results are presented and discussed. 
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Chapter 4 

The chapter presents proposed stochastic TDC based on stochastic process theory. 

The RTL simulation waveforms, FPGA implementation and verification results are 

presented and discussed. 

Chapter 5 

This chapter summarizes conclusions obtained through this study. 
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Chapter 2 

FUNDAMENTAL OF TIME-TO-DIGITAL 

CONVERTER 

In this chapter, section 2.1 introduces TDC definition and its applications. Then, the 

important TDC specification terms are described in section 2.2. The conventional TDC 

architectures are discussed in section 2.3. Finally, the summary is presented in the last 

section. 

2.1 TDC Definition 

A TDC quantizes the time difference between the START pulse and the STOP pulse 

and converts this time interval into a digital representation, as illustrated in Fig.2.1 (a). 

Measurement is started and stopped, when either the rising or the falling edge of a 

signal pulse crosses a set threshold, as shown in Fig.2.1 (b). 

 

(a) 

 

(b) 

Fig. 2. 1 Concept of time-to-digital converter 
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TDC circuit consists of mostly digital circuits, and its applications include 

time-of-flight measurements, all-digital PLLs, TDC-based ADCs, and so on. 

2.2 TDC Performance Parameters 

The important performance parameters to evaluate a TDC includes time resolution, 

measurement range, nonlinearity, conversion time, and stability [1]. 

2.2.1 Time Resolution 

The term time resolution is used for the minimum time interval that can theoretically 

be resolved by the TDC in a single measurement, that is, the quantization step (LSB). 

2.2.2 Measurement Range 

The measurement range of the TDC defines the maximum time interval that can be 

measured [2]. If the time resolution of a TDC is LSBT , then the measurement range can 

be denoted by 

LSB

N TDR  2   (2－1) 

where DR  represents the measurement range, and N  refers to the number of bits of 

TDC outputs [1]. 

2.2.3 Nonlinearity 

The nonlinearity performances include differential nonlinearity (DNL) and integrated 

nonlinearity (INL). DNL is the deviation of a single quantization step from the ideal 

value of 1 LSB. 

LSBii TTDNL    (2－2) 

where iDNL  is the thi  value of the differential nonlinearity. iT  is the width of the 

thi  step in real transfer curve, LSBT  is the ideal 1 LSB step width. 
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Fig. 2. 2 Definition of differential nonlinearity (DNL) [2] 

INL is the deviation of the input-output characteristics from the ideal, straight-line 

input-output characteristics. It is defined as the deviation of the step position from its 

ideal value normalized to one LSBT . The calculation of INL is given as 







1

0

i

n

ii DNLINL   (2－3) 

2.2.4 Conversion Time 

Conversion time, also known as conversion speed, refers to the time between the end 

mark of the input time interval and the moment when the measurement result is ready. It 

evaluates the speed of signal processing and device delay at each conversion time 

window in a TDC. 

2.2.5 Stability 

Stability of a TDC is defined as the sensitivity of its characteristics with PVT 

(process, voltage, temperature) variations, and the like. 
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2.3 Basic TDC Structures 

2.3.1 Flash-type TDC 

Fig.2.3 illustrates the architecture of a basic flash-type TDC. The flash-type TDC 

uses a delay line which consists of CMOS inverter buffer delays and D Flip-Flops 

(DFFs). The START signal is connected to the delay line input and passes through the 

serial delay elements. The output array of the delay buffers are connected to the D input 

terminals in the D flip-flop array. The START signal is delayed by an integer multiple 

of the buffer delay τ. When the STOP signal is on the rising edge, the D flip-flop array 

are triggered. The outputs of the D flip-flop array are transferred to the 

thermometer-code-to-binary encoder. The encoder produces a digital output outD  

representing the time interval between the START signal and the STOP signal [3]. The 

measured time interval between the START and STOP signals is equal to a certain 

number of steps of buffer delay. 

Though the flash-type TDC has the advantages such as high-speed timing 

measurement, single-event timing measurement, and all digital implementation, it has a 

disadvantage on circuit complexity: for a conventional n-bit delay-chain TDC with 2n  

quantization levels, at least a total of 2n -1 delay elements and 2n -1 DFFs are 

required, leading to large power and chip area. 

 

(a) Block diagram of flash-type TDC 
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    (b) Timing chart of flash-type TDC 

Fig. 2. 3 Flash-type TDC 

2.3.2 Vernier-type TDC 

The time resolution of the flash-type TDC can be improved significantly by using the 

gate delay as the basic time unit. The fundamental concept of the delay Vernier 

technique is that the timing resolution is determined by the difference between two 

propagation delay values. The Vernier structure consists of a pair of tapped delay lines 

with a flip–flop at each corresponding pair of taps. 

As presented in Fig.2.4, two buffer delay lines are applied in Vernier-type TDC. The 

buffer delay in the upper delay line is slightly greater than the buffer delay in the lower 

delay line. The START and STOP signal propagate through the upper delay line and the 

lower delay line respectively. The START signal is delayed by an integer multiple of 

the buffer delay 1 , and the STOP signal is delayed by an integer multiple of the buffer 

delay 2 . The output array of the upper delay line are connected to the D input 

terminals in the D flip-flop array. When output array of the lower delay line are on the 

rising edge, the D flip-flop array are triggered. The outputs of the D flip-flop array are 

transferred to the thermometer-code-to-binary encoder. The encoder produces a digital 

output representing the time interval between the START signal and the STOP signal. 

As the buffer delay 2  is slightly smaller than the buffer delay 1 , the time 

difference between the START and STOP signals is decreased in each Vernier stage by 
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the buffer delay difference )21(   . The position in the delay line, where the START 

signal is caught up by the STOP signal, indicates the information about the time 

difference between START and STOP, with the resolution equal to the buffer delay 

difference, i.e. 21  LSBT . 

START

STOP

 

Fig. 2. 4 Typical Vernier delay line 

The measurement range of the TDC based on Vernier delay technique, i.e. the 

maximum time that can be measured, can be denoted by )21(   ntDR , where n  is 

the number of Vernier stages [4]. 

Although the Vernier delay line TDC improves the resolution effectively, the area and 

power consumption is increased dramatically as the dynamic range becomes larger due 

to that each stage costs two buffers and one flip-flop [5]. 

2.3.3 Self-Calibration Technology 

Though the flash-type TDC has the advantages such as high-speed timing 

measurement, single-event timing measurement, and all digital implementation, its 

overall linearity will degrade when there are mismatches among the delay stages due to 

device and circuit characteristics variation. 

For example, Fig.2.5 illustrates a timing chart for the flash-type TDC, where   is 

average delay,   is deviation from  , and D is TDC digital output.  
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(a) Block diagram of a flash-type TDC 

 

(b) Timing chart of a flash-type TDC ( 0 ) 

 

(c) Timing chart of a flash-type TDC ( 0 ) 

Fig. 2. 5 Timing diagram of TDC circuit 

Without delay variation With delay variation 0

Without delay variation With delay variation 0
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In Fig.2.5 (b), the left figure shows the timing chart when there is no mismatch 

among the delay stages and all delay elements have the same delay . As the time 

interval of START and STOP signal is between 2  and 3 , the output D1, D2, D3, 

D4 are 1, 1, 0, 0 respectively. On the other hand, the right figure illustrates the timing 

chart when there are mismatches among the delay stages: the second delay element has 

a delay variation of 0 . The output D2 becomes 0 and the TDC linearity is 

degraded.  

In Fig.2.5 (c), the left figure shows the timing chart when there is no mismatch 

among the delay stages and all delay elements have the same delay . As the time 

interval of START and STOP signal is between  and 2 , the output D1, D2, D3, D4 

are 1, 0, 0, 0 respectively. On the other hand, the right figure illustrates the timing chart 

when there are mismatches among the delay stages: the second delay element has a 

delay variation of 0 . The output D2 becomes 1 and the TDC linearity is degraded.  

Therefore, a self-calibration technique is proposed to compensate for this nonlinearity 

[3][8][9]. 

The flash-type TDC with self-calibration technology is illustrated in Fig.2.6 [10][11]. 

In Fig.2.6, the self-calibration circuit consists of an upper ring oscillator, D flip-flop 

array, and histogram engine/digital error correction circuit. The upper ring oscillator 

consists of several delay buffers (in Fig.2.6, the number of delay buffers is 24) and one 

inverter. The select signal of the multiplexer determines the handover between 

calibration mode and measurement mode (normal operation mode). In calibration mode, 

under the control of the multiplexer select signal, the delay line output is connected to 

its input and the upper ring oscillator is configured. The histogram engine is used to 

acquire histogram data. On the other hand, in measurement mode, under the control of 

the multiplexer select signal, the START signal is connected to the delay line input and 

the upper ring oscillator closed-loop is open. The digital error correction circuit is 

applied to conduct digital error correction operation based on the obtained histogram 

data in calibration mode.  

The flow chart of self-calibration and digital error correction is illustrated in Fig.2.7. 

In calibration mode, the histogram engine measures the relative variation (ratio) among 






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the delay elements [10][11][12]. In measurement mode, the digital error correction 

circuit corrects the TDC digital output and compensates for the nonlinearity, i.e. 

improves the TDC linearity correspondingly. 

 

Fig. 2. 6 The self-calibration technology 

 

Fig. 2. 7 Flow chart of calibration and digital error correction 
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(1) Calibration Mode (Histogram Data Acquisition) 

In calibration mode, under the control of the multiplexer select signal, the delay line 

output is connected to its input and the upper ring oscillator is configured. The upper 

ring oscillator runs freely with an oscillating frequency 1f , while an external clock with 

frequency 2f  is inputted as the STOP signal. The ring oscillator and the external clock 

are asynchronous (without correlation), i.e. 21 ff  . When the external clock signal is 

on the positive edge, the D flip-flop array are triggered. The outputs of the D flip-flop 

array are transferred to the encoder, and the histogram for each bin (digital output) is 

computed. 

 

Fig. 2. 8 Self-calibration mode 

If the TDC has perfect linearity, i.e. there is no mismatch among the delay elements, 

the histogram for each bin (digital output) would be equal, after sufficiently large 

measurement times. However, in practice, variations among delay elements exist. When 

the upper ring oscillator runs freely, the external clock signal rising edge triggers a 

digital output. As the probability of digital code for large delay is high, while the 

probability of digital code for small delay is low. The digital output is with the 
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probability proportional to the delay value of the corresponding delay element 

[10][11][12]. Thus the each delay (relative) value can be measured by the histogram 

engine. After large enough measurement cycles, each bin of histogram varies with 

corresponding delay value. 

(2) Measurement Mode (Normal Operation Mode) 

In measurement mode, under the control of the multiplexer select signal, the START 

signal is connected to the delay line input and the upper ring oscillator closed-loop is 

open. In this situation, the START signal and the STOP signal are inputted as a normal 

flash-type TDC, and the thermometer code corresponding to the rising-edge timing 

interval between them is outputted. 

 

Fig. 2. 9 Measurement mode (normal operation mode) 

(3) Digital Error Correction Operation 

The histogram data of each (relative) delay value in the delay elements is acquired in 

calibration mode. In measurement mode, the digital error correction operation is 

conducted based on the acquired histogram data, as shown in equation (2-6).  
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Dout(N ) =
Pin(i)

i=1

N

å

Pin(i)
i=1

FS

å
´FS (2－6) 

N : digital output to be corrected 

)(NDout : corrected digital output for raw TDC output N  

)(iPin : histogram for raw TDC output i  

FS : maximum TDC digital output value 

The principle of self-calibration is illustrated in Fig.2.10.  

 

Fig. 2. 10 Principle of self-calibration 

As START (ring oscillator) and STOP signals are asynchronous (without correlation), 

if the TDC has perfect linearity, the histogram for each bin (digital output) would be 

equal, after sufficiently large measurement times. However, in practice, histogram data 

in each bin will vary and be different from each other as variations among delays exist. 

Probability of digital code for large delay is high, while probability of digital code for 

small delay is low. Each bin of histogram varies with corresponding delay value. 

According delay variations, DNL can be easily measured, and INL can be calculated 
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from DNL data. Non-linearity correction can be made by applying inverse function, and 

the TDC linearity calibration can be achieved. 

2.4 Summary 

Conventional TDC architectures have been described in this chapter. 

The flash-type TDC uses a delay line which consists of CMOS inverter buffer delays 

and D Flip-Flops (DFFs). The START signal is connected to the delay line input and 

passes through the serial delay elements. The output array of the delay buffers are used 

as the data input for the D flip-flop array. The STOP signal is used as the clock signal of 

the D flip-flop array. The outputs of the D flip-flop array are transferred to the 

thermometer-code-to-binary encoder. The encoder produces a digital output 

representing the time interval between the START signal and the STOP signal. The 

measured time interval between the START and STOP signals is equal to a certain 

number of steps of buffer delay. However, the flash-type has disadvantages on circuit 

complexity, as well as non-linearity due to buffer delay mismatches. 

The Vernier structure consists of a pair of tapped delay lines with a flip–flop at each 

corresponding pair of taps. The buffer delay 1  in the upper delay line is slightly 

greater than the buffer delay 2  in the lower delay line. The START and STOP signal 

propagate through the upper delay line and the lower delay line respectively. The time 

resolution is equal to the buffer delay difference )21(   , which can be smaller than 

that of the flash-type TDC. However, for a measurement range from 0 to )21(  N , 

the Vernier structure requires 2N buffers (N buffers of 1  and N buffers of 2 ), 

which leads to large chip area and power consumption. Furthermore, its monotonicity is 

not guaranteed and it may show some non-linearity due to buffer delay mismatches. 

The buffer delay relative mismatches due to device and circuit characteristics 

variation can degrade the linearity of the output. The self-calibration technique is 

applied to compensate for this linearity degradation. The calibration circuit can be 

realized by using a delay-locked loop based on ring oscillator architecture. 
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Chapter 3  

PARALLEL RING OSCILLATOR TDC 

In this chapter, residue number system, Gray code, and cyclic code are applied in 

parallel ring oscillator TDC architectures. Section 3.1 introduces a residue number 

system based TDC architecture, which represents a TDC circuit with large measurement 

range using a set of smaller ring oscillator TDCs. It can reduce the number of delay 

cells and flip-flops significantly compared to a flash-type TDC, while keeping a 

comparable performance. Then, a TDC architecture based on Gray code is proposed in 

section 3.2. The proposed Gray code TDC can provide a glitch-free binary code 

sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches 

among the delay stages. Then, a Gray code based TDC with cyclic code is presented in 

section 3.3. Cyclic code can be applied to generate the lower bits of Gray code, which 

can reduce the frequency of the outputs, i.e. to reduce the parasitic capacitance among 

circuit elements. Finally, the summary is provided in the last section. 

3.1 Residue Number System Based TDC 

3.1.1 Residue Number System 

As the original form of the theorem appears in the 5th-century book Sunzi's 

Mathematical Classic by the Chinese mathematician Sun Tzu, residue numeral system 

is called the "Chinese remainder theorem" in the West. It deals with the remainder from 

the division of one number by another number. Sunzi's Mathematical Classic includes 

the following problem: “A number is divisible by 3 with remainder 2, by 5 with 

remainder 3, and by 7 with remainder 2. What is the number?” The book solves this 

problem as follows: “Numbers that are divisible by 3 with remainder 2 include 140, 

those that are divisible by 5 with remainder 3 include 63, and those that are divisible by 

7 with remainder 2 include 30. Adding these three numbers together produces 233. 

Subtracting 105 from this 233 and continuing to subtract 105 from the previous 
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remainder produces the numbers 128, 23, .... Among the results, 23 is the minimum 

number that satisfies the conditions.” The number 105 is derived by product of the 

divisors 3, 5, and 7.  

As at the last stage for seeking the minimum positive answer one should subtract by 

105, in Japan, Seki Takakazu, a Japanese mathematician in the Edo period, named the 

remainder problem “Hyakugo Genzan” [1].  

 

(a) Sunzi's Mathematical Classic                (b) Seki Takakazu 

Fig. 3.1 The ancient study of the residue number system 

Residue number system is a result about congruences in number theory and its 

generalizations in abstract algebra. It represents a large integer using a set of smaller 

integers, so that computation may be performed more efficiently. Residue number 

system have applications in the field of digital computer arithmetic. By decomposing in 

this a large integer into a set of smaller integers, a large calculation can be performed as 

a series of smaller calculations that can be performed independently and in parallel. 
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In general, suppose that rmmm ,...,, 21 are positive integers and coprime each other. 

Then there is unique positive integer x  for given integers ( raaa ,...,, 21 ) which satisfies 

the following: 

),(mod kk max   rk ,...,2,1  (3－1)   

where ,0 ＜≦ kk ma Nx 0  )( 21 rmmmN  . Table 3.1 shows the case of 21 m , 

32 m , 53 m  and 30532 N , and we see that each x  is mapped to residues 

of ( 321 ,, mmm ) one to one [2].  

Table 3.1 An integer x  and residues of ( 321 ,, mmm ) 

1m  2m  3m  x   1m  2m  3m  x  

0 0 0 0 1 0 0 15 

1 1 1 1 0 1 1 16 

0 2 2 2 1 2 2 17 

1 0 3 3 0 0 3 18 

0 1 4 4 1 1 4 19 

1 2 0 5 0 2 0 20 

0 0 1 6 1 0 1 21 

1 1 2 7 0 1 2 22 

0 2 3 8 1 2 3 23 

1 0 4 9 0 0 4 24 

0 1 0 10 1 1 0 25 

1 2 1 11 0 2 1 26 

0 0 2 12 1 0 2 27 

1 1 3 13 0 1 3 28 

0 2 4 14 1 2 4 29 
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3.1.2 Natural Time-Domain Residue Generator 

In TDC, the signal is treated as “time” instead of “voltage”. Ring oscillators can be 

applied to obtain the residue easily. As illustrated in Fig.3.2, in a ring oscillators, the 

output array of the delay buffers since oscillating is time-dependent, and cycles every 

the ring oscillator period. The output array of the delay buffers can be regarded as the 

residue, and the elapsed time since oscillating can be back-calculated from this residue. 

So a ring oscillator can be regarded as a natural time-domain residue generator. 

 

Fig. 3.2 Ring oscillator: natural time-domain residue generator 

3.1.3 Residue Number System Based TDC Architecture 

For a conventional n-bit flash-type TDC with 2n  quantization levels, at least a total 

of 2n -1 delay elements and 2n -1 DFFs are required. For a measurement range, i.e. 

n  is large, this circuit complexity leads to large chip area and power consumption. 

Residue number system represents a large integer using a set of smaller integers, so that 

computation may be performed more efficiently. In the TDC circuit, the signal is “time” 

instead of “voltage”, and the residue can be easily obtained with a ring oscillator. 

Applying residue number system concept at circuit design, we can represent a TDC 
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circuit with large measurement range using a set of smaller ring oscillator TDCs, so the 

hardware, power consumption, as well as chip area can be reduced correspondingly. 

A residue number system based TDC architecture can be conceived by grouping a 

few ring oscillators to operate on the same input. Fig.3.3 shows the proposed residue 

number system based TDC in the case of 21 m , 32 m , 53 m . The 

residues )2 (mod 1 a , )3 (mod 2 a , )5 (mod 3 a  are obtained with three different 

ring oscillators with the same input. 

 

Fig. 3.3 Proposed residue number system based TDC architecture 
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This TDC can measure the time elapsed between START and STOP incoming pulses 

and output the residues 1a , 2a , 
3a  as follows: 

(1) When START signal is in LOW state, three ring oscillators are initialized by 

Initial Value. 

(2) When START signal goes from LOW to HIGH, three ring oscillators begin to 

oscillate. 

(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs 

are triggered and the value of D is transferred to the output Q. 

(4) The Q values are transferred into the residues )2 (mod 1 a , )3 (mod 2 a , 

)5 (mod 3 a  by the encoders. 

(5) The corresponding x  can be achieved from “ 1a , 2a , 
3a ” based on the 

residue number system. So the time interval between START and STOP is equal 

to x . 

RTL simulation was conducted to verify the characteristics of the residue number 

system based TDC in Fig.3.3. The delay of each buffer is equal to 10ns, and START 

signal goes from LOW to HIGH at 100ns. RTL simulation waveforms are illustrated in 

Fig.3.4. We can see that the proposed residue number system based TDC works as 

expected in the time domain. 

 

Fig. 3.4 RTL simulation waveform of residue number system based TDC 

Note that the proposed TDC uses only 10 delay cells and 10 Flip-Flops while the 

corresponding flash-type TDC requires 30 delay cells and 30 Flip-Flops. In general, the 

proposed TDC uses M delay cells and M Flip-Flops (where rmmmM  21 , 

additive increase) while the corresponding flash-type TDC uses N delay cells and N 

Flip-Flops (where rmmmN  21 , multiplicative increase).  

Table 3.2 Residue number system based TDC vs. Flash-type TDC 

a1
a2 [1:0]
a3 [2:0]
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 Number of 

delay cells 

Number of 

DFFs 
Maximum stage 

Residue number 

system based TDC 

 

rmmm  21
 

 

rmmm  21
 

Maximum of  

）（ rmmm ,...,, 21
 

Flash-type  

TDC 

 

rmmm  21
 

 

rmmm  21
 

 

rmmm  21
 

 

For example, a residue number system based TDC with moduli {5, 7, 9} can realize 

5×7×9 = 315 quantization levels with only 5+7+9=21 delay cells and 21 Flip-Flops, 

while the corresponding flash-type TDC needs 315 delay cells and 315 Flip-Flops. So 

the proposed residue number system based TDC is especially suitable for TDC 

architecture with large time measurement range requirement: the number of delay cells 

and Flip-Flops in the proposed TDC decreases rapidly (M<<N) compared with 

flash-type TDC, which reduces the hardware and chip area significantly.  

Furthermore, the maximum stage of TDC architecture is also reduced rapidly in the 

proposed TDC. The use of shorter delay lines reduces the integral non-linearity caused 

by mismatches between the delay stages. 

3.1.4 FPGA Implementation 

A proof-of-concept residue number system based TDC is implemented on Xilinx 

Virtex-6 FPGA ML605 Evaluation Kit. Input “START” and “Initial Value” and 

connected to user push buttons, and “STOP” is connected to 200MHz FPGA clock. 

Each buffer is realized by a delay Flip-Flop with 100MHz clock frequency, i.e. the 

delay of each buffer is equal to 10ns. Encoder output “ 1a , 2a (consists of ]0[2a  and 

]1[2a ), 
3a (consists of ]0[

3
a , ]1[

3
a  and ]2[

3
a )” are delivered to user LEDs. 
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JTAG

 

Fig. 3.5 Residue number system based TDC implementation on FPGA 

 

Fig. 3.6 FPGA output waveforms of 1a , 2a , 
3a  

The measurement starts by pushing the START push button, which produces a rising 

edge “START” signal. Chipscope is applied to probe the internal signal of FPGA. The 
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FPGA output waveforms of 1a , 2a (consists of ]0[2a  and ]1[2a ), 
3a (consists of 

]0[
3

a , ]1[
3

a  and ]2[
3

a ) are illustrated in Fig.4. The number of samples represents 

for the ID of Chipscope output waveform samples. Chipscope sampling rate is 200MHz, 

and the time interval between two waveform samples is 5ns. The corresponding x  

can be achieved from “ 1a , 2a , 
3a ” based on the residue number system. So the 

elapsed time between START and STOP is equal to nsx 10 . 

In Fig.3.7, the horizontal axis stands for the time interval between START and STOP, 

while the vertical axis represents the output of the proposed TDC. We can see that the 

proposed residue number system based TDC works with good linearity as expected. 
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Fig. 3.7 Measured characteristics of residue number system based TDC 

3.1.5 Drawbacks of Residue Number System Based TDC 

Although with the residue number system based TDC architecture, small chip area 

and low power consumption can potentially be achieved, glitches (i.e. out-of-sequence 

codes) may occur when there are mismatches between the delay stages. This glitch 

problem is due to the fact that when x  changes from d  to 1d , all of 

raaa ,...,, 21
 values have to change simultaneously.  
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However if there are delay mismatches among the ring oscillators, i.e. some of 

raaa ,...,, 21
 may change faster than the others, it may produce a glitch on the 

boundary when x  changes from d  to 1d .  

For example, Fig.3.8 (a) shows the residue number system based TDC where three 

ring oscillators have the same buffer delay ns20 , and START signal goes from 

LOW to HIGH at 100ns. Fig.3.8 (b) shows the RTL simulation waveforms and Fig.3.8 

(c) shows the output digital codes achieved when there are no mismatches among the 

delay stages. In this case, the outputs of ),,( 321 aaa  always change at the same time. 

The derived x  is what we expected.  

 

(a) Residue number system based TDC without mismatches among delay cells 
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(b) RTL simulation waveforms 
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(c) Input-output characteristics: no mismatches among the delay stages 

Fig. 3.8 Residue number system based TDC without mismatches among delay cells in 

ring oscillators 

  

Fig.3.9 (a) illustrates the residue number system based TDC where three ring 

oscillators have different buffer delays, i.e. the buffer delay in 1a  generation ring 

oscillator is 20.5ns, while the buffer delay in 2a  and 
3a  generation ring oscillators is 

20ns. The START signal goes from LOW to HIGH at 100ns. Fig.3.9 (b) illustrates the 

RTL simulation waveforms and Fig.3.9 (c) illustrates the output digital codes generated 

when mismatches exist among the delay stages. In this case, and the outputs of 
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),,( 321 aaa  do not change at the same time. This causes some glitches in the output of 

x , which is marked in red in Fig.3.9 (b). As the unsynchronization error accumulates, 

the width of glitches increases, which is shown in Fig.3.9 (c). 

 

(a) Residue number system based TDC with mismatches among delay cells 
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(b) RTL simulation waveforms 
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(c) Input-output characteristics: mismatches exist among the delay stages (large glitches 

are observed) 

Fig. 3.9 Residue number system based TDC with mismatches among delay cells in 

ring oscillators 

We can see that glitches occur in the time-domain when there are mismatches among 

the delay stages, which triggers an instability in the output digital codes. Due to this, a 

parallel ring oscillator TDC architecture based on Gray code is proposed to reduce the 

hardware and chip power consumption significantly and remove the glitches effectively 
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compared to the flash-type TDC and residue number system based TDC, while keeping 

comparable performance. 

3.2 Gray Code TDC 

3.2.1 Gray code 

A Gray code, also known as the reflected binary code, is a binary numeral system 

where two successive values differ in only one bit (binary digit). Gray code was 

originally designed to prevent spurious output from electromechanical switches. Table 

3.3 illustrates the difference between Natural Binary and Gray codes. Fig.3.10 shows 

the binary and Gray code count sequences, and Fig.3.11 illustrates the binary and Gray 

code waveforms.  

Table 3.3 4-bit Gray code vs. 4-bit Natural binary code 

Decimal numbers Natural binary code 4-bit Gray code 

0 0000 0000 

1 0001 0001 

2 0010 0011 

3 0011 0010 

4 0100 0110 

5 0101 0111 

6 0110 0101 

7 0111 0100 

8 1000 1100 

9 1001 1101 

10 1010 1111 

11 1011 1110 

12 1100 1010 

13 1101 1011 

14 1110 1001 

15 1111 1000 
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Fig. 3.10 Binary vs. Gray code count sequences 

 

Fig. 3.11 Binary vs. Gray code waveforms 

With Gray code, only one of G3, G2, G1, G0 in 4-bit case changes state from one 

position (decimal k ) to another (decimal 1k ). This effect can be seen clearly in Table 

3.3 and Fig.3.10. 
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For example, look at the natural binary code sequence in Table 3.3, the number 7 

represented as 0111. As it changes to 8, every bit changes state, to 1000. Every value 

changes from either 1 to 0, or 0 to 1. If all of these bits changed instantaneously, and 

synchronously, from one state to the other, there would never be any problem. However, 

in a highly capacitive circuit (or sluggish system response), some bits would flip before 

others. Since every bit is changing in this example, depending on the order they change, 

it might produce an output of any value from this collection of bits. In other words, if 

for the bits that should be changed for a small amount of the TDC input change, some 

are changed and the others are not, the TDC output error can be very big in natural 

binary code. 

In the 4-bit Gray code sequence in Table 3.3, between any two adjacent numbers, 

only one bit changes at a time. Even from position 7 to 8, Gray code only changes one 

bit state. The sort of error mentioned above is not possible with Gray code, so the data is 

more reliable. In other words, even if the bit that should be changed does not change for 

a small amount of the TDC input change, the error is only 1 LSB in Gray code. 

The Gray code is designed so that only one bit will change state for each state for 

each count transition, unlike the binary code where multiple bits change at certain count 

transitions. For the Gray code, the uncertainty during a transition is only one count, 

unlike with the binary code, where the uncertainty could be multiple counts [10]. So the 

Gray code provides data with the least uncertainty. This feature prevents certain data 

errors which can occur with natural binary code during state changes. Moreover, this 

characteristic allows a circuit to perform some error checking, i.e. if more than one bit 

changes for a small amount of the input change, the data must be incorrect. 

3.2.2 Natural Time-Domain Gray Code Bit Generator 

In a ring oscillator, between any two adjacent states, only one output changes at a 

time. This characteristic is very similar to Gray code.  

For example, as illustrated in Fig.3.12, two successive states of the 8-stage ring 

oscillator differ in only one output. The output R3 is the same as the Gray code bit G2, 

and R7 is the same as G3.  
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Ring oscillator is a natural time-domain Gray code bit generator. For any given Gray 

code, its each bit can be generated by a certain ring oscillator. 

 

State 
8-stage ring oscillator output 4-bit Gray code 

R0 R1 R2 R3 R4 R5 R6 R7 G3 G2 G1 G0 

0 0 0 0 0 0 0 0 0 0 0 0 0 

1 1 0 0 0 0 0 0 0 0 0 0 1 

2 1 1 0 0 0 0 0 0 0 0 1 1 

3 1 1 1 0 0 0 0 0 0 0 1 0 

4 1 1 1 1 0 0 0 0 0 1 1 0 

5 1 1 1 1 1 0 0 0 0 1 1 1 

6 1 1 1 1 1 1 0 0 0 1 0 1 

7 1 1 1 1 1 1 1 0 0 1 0 0 

8 1 1 1 1 1 1 1 1 1 1 0 0 

9 0 1 1 1 1 1 1 1 1 1 0 1 

10 0 0 1 1 1 1 1 1 1 1 1 1 

11 0 0 0 1 1 1 1 1 1 1 1 0 

12 0 0 0 0 1 1 1 1 1 0 1 0 

13 0 0 0 0 0 1 1 1 1 0 1 1 

14 0 0 0 0 0 0 1 1 1 0 0 1 

15 0 0 0 0 0 0 0 1 1 0 0 0 

Fig. 3.12 8-stage ring oscillator and 4-bit Gray code 

3.2.3 Gray Code Based TDC Architecture 

As a ring oscillator is a natural time-domain Gray bit code generator [2], a Gray code 

TDC architecture can be conceived by grouping a few ring oscillators to operate on the 

same input. 
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Fig.3.13 shows the proposed Gray code TDC in 4-bit case. The Gray code bit G0 is 

generated by a 2-stage ring oscillator, and G1 is generated by a 4-stage ring oscillator, 

and G2, G3 are generated by 8-stage ring oscillators. 

 

Fig. 3.13 Proposed Gray code TDC architecture in 4-bit case 

This TDC can measure the time elapsed between START and STOP incoming pulses 

and output the binary digital representation of the time interval as follows: 

(1) When START signal is in LOW state, three ring oscillators are initialized by 

Initial Value. 

(2) When START signal goes from LOW to HIGH, three ring oscillators begin to 

oscillate. 

(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs 

are triggered and the value of D is transferred to the output Q. Each Q stands for 

a certain Gray code bit. 

(4) All the generated Gray code bits are delivered to Gray code decoder, as 

illustrated in Fig.3.14, and transferred into binary code, which represents the time 

interval between START and STOP. 
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Fig. 3.14 4-bit Gray code decoder 

RTL simulation was conducted to verify the characteristics of Gray code TDC in 

Fig.3.13. The delay of each buffer is equal to 10ns, and START signal goes from LOW 

to HIGH at 100ns. RTL simulation waveforms are illustrated in Fig.3.15. We can see 

that the proposed 4-bit Gray code TDC works as expected in the time domain. 

100ns

 

Fig. 3.15 RTL simulation waveforms of 4-bit Gray code TDC 

Note that the proposed Gray code TDC uses only 14 delay cells and 4 flip-flops, and 

the maximum stage of the ring oscillator is 8, while the corresponding flash TDC 

requires 16 delay cells and 16 flip-flops, and the maximum stage of the ring oscillator is 

16. 

In general, for a measurement range of n2 , the proposed Gray code TDC uses 22 n  
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delay cells and n  flip-flops (linear growth), and the maximum stage of the ring 

oscillator is 12 n , while the corresponding flash-type TDC uses n2  delay cells and n2  

flip-flops (exponential growth), and the maximum stage of the ring oscillator is n2 . 

For large measurement range, the number of flip-flops in the proposed TDC 

decreases rapidly ( nn 2 ) compared with flash-type TDC, which reduces the 

hardware and chip area consumption significantly. 

Furthermore, the maximum stage of the ring oscillator is also reduced by half in the 

proposed TDC. The use of shorter delay lines reduces also the integral non-linearity 

caused by mismatches between the delay stages. 

Table 3.4 Gray code TDC vs. Flash-type TDC 

 Number of 

delay cells 

Number of 

DFFs 

Maximum stage of 

RO 

Gray code TDC 22 n
 n  12 n

 

Flash-type TDC n2  
n2  

n2  

 

Similarly, 6-bit and 8-bit Gray code TDC architectures can be conceived by a group 

of ring oscillators (Fig.3.16). 
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(a) Proposed 6-bit Gray code TDC architecture 
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(b) Proposed 8-bit Gray code TDC architecture 

Fig. 3.16 Proposed 6-bit and 8-bit Gray code TDC architectures 

3.2.4 FPGA Implementation 

A proof-of-concept 4-bit Gray code TDC in Fig.3.13 is implemented on FPGA 

(Fig.3.17). For the 4-bit Gray code TDC, inputs “START” and “Initial Value” are 

connected to user push buttons, and “STOP” is connected to 200MHz FPGA clock. 
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Outputs “B3 B2 B1 B0” are delivered to user LED. Each buffer is realized by a delay 

flip-flop with 100MHz clock frequency, i.e. the delay of each buffer is equal to 10ns. 

The measurement starts by pushing the START push button, which produces a rising 

edge “START” signal. ChipScope is applied to probe the internal signal of FPGA [12]. 

We can see from Fig.3.18 (a) that the proposed 4-bit Gray code TDC works with good 

linearity as expected.  Similarly, proof-of-concept 6-bit and 8-bit Gray code TDC 

architectures were implemented on FPGA and measured (Fig.3.18 (b), (c)). 

 

Fig. 3.17 FPGA implementation of 4-bit Gray code TDC 
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(a) 4-bit TDC case 

 

(b) 6-bit TDC case 
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(c) 8-bit TDC case 

Fig. 3.18 FPGA measurement results of 4-bit, 6-bit and 8-bit Gray code TDCs 

3.2.5 Glitch-Free Characteristics 

The proposed Gray code TDC has a unique characteristic where only one output of 

the DFFs changes state with each clock pulse, so it can provide a glitch-free binary code 

sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches 

among the delay stages. 

RTL simulation was conducted to verify this characteristic. In Fig.3.19 (a), 

mismatches happen among the delay stages in 4-bit Gray code TDC. Fig.3.19 (b) shows 

the RTL simulation waveforms. From Fig.3.15, we can see that in no mismatch 

condition, for Gray code, the waveform 1nG  always has signal edges at the center of 

the rectangular wave of nG , and for binary code, the widths of nB  rectangular waves 

are always the same. Comparatively, from Fig.3.19 (b), we can see that under mismatch 

condition, for Gray code, the signal edges of 1nG  are not at the center of the 
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rectangular wave of nG , and for binary code waveforms, the widths of rectangular 

waves varies due to delay mismatches. 
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(a) 4-bit Gray code TDC with delay mismatches 
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For binary code waveforms, rectangular waves have varying widths due 

to delay mismatches 
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(b) RTL simulation waveforms 
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(c) FPGA measurement results 

Fig. 3.19 4-bit Gray code TDC with delay mismatches 

Similarly, a proof-of-concept 4-bit Gray code TDC in Fig.3.19 (a) is implemented on 

FPGA. Buffers are realized by combinations of delay flip-flops with 100MHz/200MHz 

clock frequency and IODELAY blocks with 200MHz REFCLK. We can see from 

Fig.3.19 (c) that even though the code width varies due to the mismatches, the proposed 

Gray code TDC can still output a glitch-free binary code sequence. 

As this glitch-free advantage is achieved from the unique characteristics of Gray code, 

where only one output changes at a time between any two adjacent states, for Gray code 

waveforms, the signal edges of )0( nGn  should be within the range of the 

corresponding rectangular wave of 0G , as illustrated in Fig.3.20. Otherwise, the unique 

characteristics of Gray code will no longer exist, i.e. glitches will appear. 

The allowable maximum delay mismatch can be calculated based on above analysis. 

For example, for 4-bit Gray code TDC in Fig.3.19 (a), the allowable maximum delay 

mismatch between 0G  ring oscillator stage and 1G  ring oscillator stage is equal to 

No mismatch

Mismatches exist

Elapsed Time (ns)

Output of 
Gray Code 

TDC



49 

 

10ns. 

100ns

allowable ranges for the 

signal edge of G1

allowable ranges for the 

signal edge of G2
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Fig. 3.20 Allowable ranges for the signal edges of G1/G2/G3 in 4-bit Gray code TDC 

It is worth to mention that though the multiplexer delay and the inverter delay are not 

considered in RTL simulation and FPGA verification, these delays can be equivalently 

convert into certain mismatches among the delay stages. That is to say, the multiplexer 

delay and the inverter delay do not influence Gray TDC providing a glitch-free output 

sequence. 

3.3 Gray Code Based TDC with Cyclic code 

3.3.1 Cyclic code 

In coding theory, a cyclic code is a block code, where the circular shifts of each 

code-word gives another word that belongs to the code. They are error-correcting codes 

that have algebraic properties that are convenient for efficient error detection and 

correction. 
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Fig. 3.21 Cyclic code [17] 

As illustrated in Fig.3.21, if 00010111 is a valid code-word, applying a right circular 

shift gives the string 10001011. If the code is cyclic, then 10001011 is again a valid 

code-word. In general, applying a right circular shift moves the least significant bit 

(LSB) to the leftmost position, so that it becomes the most significant bit (MSB); the 

other positions are shifted by 1 to the right. 

Cyclic code bits are very similar to Gray code bits. For example, cyclic code with 

code-word 00001111 is illustrated in Table 3.5 (b). The output C1 is the same as the 

Gray code bit G1 in Table 3.5 (a), and 20 CC   is equal to G0. If the frequency of G1, 

C0, C1, and C2 are 
1f , then the frequency of G0 is 12f . The value of G0 changes 

very quickly, which leads to a high frequency output in circuit design, while the value of 

C0 and C2 change comparably slowly, which produce a comparable low frequency 

output in circuit design. So cyclic code can be applied to generate the lower bits of Gray 

code, which can reduce the frequency of the outputs. 

Table 3.5 Gray code & Cyclic code 

(a) 4-bit Gray code 

State 
4-bit Gray code 

G3 G2 G1 G0 

0 0 0 0 0 

1 0 0 0 1 

2 0 0 1 1 
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3 0 0 1 0 

4 0 1 1 0 

5 0 1 1 1 

6 0 1 0 1 

7 0 1 0 0 

8 1 1 0 0 

9 1 1 0 1 

10 1 1 1 1 

11 1 1 1 0 

12 1 0 1 0 

13 1 0 1 1 

14 1 0 0 1 

15 1 0 0 0 

(b) Cyclic code with code-word 00001111 

State 
Cyclic code with code-word 00001111 

C0 C1 C2 C3 C4 C5 C6 C7 

0 0 0 0 0 1 1 1 1 

1 1 0 0 0 0 1 1 1 

2 1 1 0 0 0 0 1 1 

3 1 1 1 0 0 0 0 1 

4 1 1 1 1 0 0 0 0 

5 0 1 1 1 1 0 0 0 

6 0 0 1 1 1 1 0 0 

7 0 0 0 1 1 1 1 0 

In electrical circuits, parasitic capacitance, or stray capacitance is an unavoidable and 

usually unwanted capacitance that exists between the parts of an electronic component 

or circuit simply because of their proximity to each other. All actual circuit elements 

have internal capacitance, which can cause their behavior to depart from that of 'ideal' 

circuit elements. At low frequencies parasitic capacitance can usually be ignored, but in 

high frequency circuits it can be a major problem. Applying the cyclic code generator to 

achieve the lower Gray code bits can reduce the frequency of the output, i.e. to reduce 
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the parasitic capacitance among circuit elements. 

3.3.2 Gray Code Based TDC with Cyclic code 

A novel TDC architecture can be conceived based on Gray code and cyclic code: the 

upper Gray code bits are generated by grouping a few ring oscillators, and the lower 

Gray code bits are conceived by cyclic code generators, in order to reduce the frequency 

of the output. 

Fig.3.22 shows the proposed coding theory based TDC. The Gray code bit G0, G1 are 

generated by an 8-bit cyclic code generator, and G2, G3 are generated by 8-stage, 

16-stage ring oscillator with buffer delay τ separately, and G4, G5 are generated by 

32-stage ring oscillator with buffer delay τ. 
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Fig. 3.22 Proposed 6-bit coding theory based TDC 

 

 

(a) Generator structure for 8-bit cyclic code 
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(b) Circuit diagram of 8-bit cyclic code generator 

Fig. 3.23 Cyclic code generator 

As illustrated in Fig.3.23 (a), 8-bit cyclic code generator can be implemented by 8 

flip-flops. Fig.3.23 (b) shows the circuit diagram applied in proposed 6-bit coding 

theory based TDC. When START signal is in LOW state, C0 C1 C2 C3 flip-flops are 

initialized by ( ValueInitial  ), and C4 C5 C6 C7 flip-flops are initialized by 

( ValueInitial  ). If ValueInitial  = 0, then the initialization state, i.e. code-word of the 

cyclic generator is 00001111. When START signal goes from LOW to HIGH, the output 

of C7 flip-flop is connected to the input of C0 flip-flop, resulting in a closed loop. When 

STOP signal is on the rising edge, the cyclic generator starts to work and produces one 

shift. 

This TDC can measure the time elapsed between START and STOP incoming pulses 

and output the binary digital representation of the time interval as follows: 

(1) When START signal is in LOW state, the cyclic generator and the ring oscillators 

are initialized by Initial Value. 

(2) When START signal goes from LOW to HIGH, the cyclic generator starts to 

work, and the ring oscillators begin to oscillate. 
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(3) When STOP signal is on the rising edge, the cyclic generator produces one shift, 

and 20 CC  , C1 are transferred to G0, G1 simultaneously. Meanwhile, the 

DFFs of the ring oscillators are triggered and the value of D is transferred to the 

output G2, G3, G4, and G5. 

(4) All the generated Gray code bits are delivered to Gray code decoder, as 

illustrated in Fig.3.24, and transferred into binary code, which represents the time 

interval between START and STOP. 

 

Fig. 3.24 6-bit Gray code decoder 

Note that the proposed Gray code based TDC with cyclic code uses only 12 

flip-flops, and the maximum stage of the ring oscillator is 32, while the corresponding 

flash TDC requires 64 flip-flops, and the maximum stage of the ring oscillator is 64. 

3.3.3 FPGA Implementation 

Proof-of-concept 6-bit Gray code based TDC with cyclic code is implemented on 

FPGA. Inputs “START” and “Initial Value” and connected to user push buttons, and 

“STOP” is connected to 100MHz FPGA clock. Outputs “B5 B4 B3 B2 B1 B0” are 

delivered to user LED. The delay element of cyclic code generator is 10ns. Each buffer 

is realized by a delay flip-flop with 50MHz clock frequency, i.e. the delay of each buffer 
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is equal to 20ns.  

The measurement starts by pushing the START push button, which produces a rising 

edge “START” signal. Chipscope is applied to probe the internal signal of FPGA. 

Fig.3.25 shows that the proposed 6-bit Gray code based TDC with cyclic code works 

with good linearity as expected. 

 

(a) FPGA implementation 
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(b) FPGA measurement result (6-bit case) 

Fig. 3.25 FPGA implementation and measurement result of a 6-bit Gray code based 

TDC with cyclic code 

 

3.4 Summary 

In this chapter, residue number system, Gray code, and cyclic code are applied in 

parallel ring oscillator TDC architectures.  

Residue number system represents a large integer using a set of smaller integers, so 

that a large calculation can be performed as a series of smaller calculations that can be 

performed independently and in parallel. In TDC, the signal is treated as “time” instead 

of “voltage”. Ring oscillators can be applied to obtain the residue easily. Applying 

residue number system concept at circuit design, we can represent a TDC circuit with 

large measurement range using a set of smaller ring oscillator TDCs. This architecture 

reduces drastically the number of delay cells and flip-flops while keeping a comparable 
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performance. FPGA experimentation and simulation results validated the effectiveness. 

However, for residue number system based TDC, glitches (i.e. out-of-sequence 

codes) may occur when there are mismatches between the delay stages, which triggers 

an instability in the output digital codes. Due to this, Gray code based TDC architecture 

is proposed to remove the glitches effectively. 

The Gray code is designed so that only one bit will change state for each state for 

each count transition. As the uncertainty during a transition is only one count, Gray 

code can provide data with the least uncertainty. This feature prevents certain data errors 

which can occur with natural binary code during state changes. Ring oscillator is a 

natural time-domain Gray code bit generator. For any given Gray code, its each bit can 

be generated by a certain ring oscillator. A Gray code TDC architecture can be 

conceived by grouping a few ring oscillators to operate on the same input. 

Corresponding RTL simulation and FPGA implementation are conducted, and the 

operation principle is verified by the measurement results.  

Furthermore, the proposed Gray code TDC can provide a glitch-free binary code 

sequence, i.e. no out-of-sequence code, even there are some amounts of mismatches 

among the delay stages. RTL simulation is conducted to verify this characteristic and 

the allowable maximum delay mismatch is analyzed. A proof-of-concept prototype is 

implemented on FPGA. The measurement results verify that even though there are 

mismatches among the delay stages, the proposed Gray code TDC can still output a 

glitch-free binary code sequence. 

Parasitic capacitance, in electrical circuits, is the extra effect of conductors that serve 

as plates between a dielectric, which is usually air. It becomes a problem with higher 

frequencies because the very small distributed capacitances that exist will have lower 

impedances at these frequencies. Taking this issue into consideration, Gray code based 

TDC with cyclic code is presented. Cyclic code can be applied to generate the lower bits 

of Gray code, which can reduce the frequency of the outputs, i.e. to reduce the parasitic 

capacitance among circuit elements. FPGA implementation and measurement results 

verify the operation principle. 
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The required number of delay cells and D flip-flops in the proposed parallel ring 

oscillator TDCs and flash-type TDC is compared. For example, for a TDC with 132  

quantization levels, the number of delay cells and Flip-Flops applied in the proposed 

parallel ring oscillator TDCs and corresponding flash-type TDC are: 

Table 3. 6 Proposed parallel ring oscillator TDCs vs. Flash-type TDC 

 Number of 

delay cells 

Number of 

DFFs 
Maximum stage 

Residue number 

system based TDC 
40 40 13 

Gray code TDC 8190 13 4096 

Gray code TDC with 

cyclic code 
8184 19 4096 

Flash-type  

TDC 
8192 8192 8192 

 

Compared with flash-type TDC, the number of delay cells and D flip-flops declines 

significantly in residue number system based TDC, and the number of D flip-flops 

decreases rapidly in Gray code TDC and Gray code TDC with cyclic code. The 

proposed parallel ring oscillator TDCs can reduce hardware, power consumption, as 

well as chip area significantly. 

Furthermore, the maximum stage is also reduced rapidly in the proposed parallel ring 

oscillator TDCs. The use of shorter delay lines reduces the integral non-linearity caused 

by mismatches between the delay stages. 

That is to say, Gray code TDC with cyclic code architecture can be applied to 

measurement applications where large detectable range is required, e.g. digital 

frequency synthesizers used in wireless applications, divider-assisted digital phase 

locked loop, etc. 
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Chapter 4 

STOCHASTIC TDC 

In this chapter, section 4.1 introduces the concept of stochastic TDC architecture. 

Then, the stochastic TDC architecture with self-calibration feature is described in 

section 4.2. RTL verification on stochastic TDC is presented in section 4.3. Finally, the 

summary is provided in the section 4.4. 

4.1 Concept of Stochastic TDC Architecture 

The term stochastic occurs in a wide variety of professional or academic fields to 

describe events or systems that are unpredictable due to the influence of a random 

variable. In mathematics, specifically in probability theory, the field of stochastic 

processes has been a major area of research.  

Manufacturing process variations have emerged as the primary challenge to the 

technology scaling of CMOS devices and circuits in the nano-CMOS regime. In the 

presence of process variations, device and interconnect parameters such as channel 

length, wire parasitics, etc., are modeled as random variables or spatial stochastic 

processes that vary across the sample space of the manufactured chips. Under such 

conditions, circuit performance characteristics like the voltage, delay, slew and power 

are also stochastic processes. 

The stochastic variation in circuit characteristics of CMOS circuitry, which is caused 

by the integrated circuit manufacturing process uncertainty, could be utilized to obtain 

effective fine time resolution. Moreover, since the stochastic architecture utilizes the 

variation in characteristics positively, each MOSFET in delay line buffers and DFFs can 

be implemented with minimum channel length and width, which reduces power 

consumption and is advantageous in a high-switching-speed fine CMOS process. 

As illustrated in Fig.4.1 (a), the output of each delay buffer is connected to the data 

inputs of several DFFs. Since the setup and hold times of each DFF varies from each 
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other due to process variations, the edge timing when the DFF changes the outputs from 

0 to 1 can be different among these DFFs (Fig.4.1 (b)). This statistical variation among 

the DFFs can be utilized as the TDC’s effective time resolution, which is much finer 

than the order of magnitude of a buffer delay τ (Fig.4.1 (c)). 

 

(a) Concept of stochastic TDC architecture 

(The setup and hold times of each DFF is assumed to be random.) 
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(b) Operation of stochastic TDC 

 

(c) Flash-type TDC’s coarse time resolution vs. Stochastic TDC’s fine time resolution 

Fig. 4. 1 Concept of stochastic TDC architecture 

4.2 Stochastic TDC Architecture with Self-Calibration Feature 

The stochastic architecture utilizes the stochastic process variation in deep-submicron 

CMOS positively to improve the resolution effectively. The stochastic TDC may be 

highly nonlinear, but its nonlinearity can be compensated by the self-calibration 

Flash TDC Stochastic TDC
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technology.  

Stochastic TDC architecture with self-calibration feature is illustrated in Fig.4.2. In 

Fig.4.2 one ring oscillator with buffer delay 
1τ  is employed on the upper row and the 

other ring oscillator with buffer delay 
2τ  (

21 τ ) is applied on the lower row. The 

select signal of the multiplexer determines the handover between calibration mode and 

measurement mode (normal operation mode). In calibration mode, the delay line 

outputs are connected to their inputs, and the upper and lower ring oscillators are 

configured. The histogram engine is used to acquire histogram data. On the other hand, 

in measurement mode, the START and STOP signals are connected to the delay line 

inputs, and the upper and lower ring oscillator closed-loops are open. The digital error 

correction circuit is applied to conduct digital error correction operation based on the 

obtained histogram data in calibration mode.  

 

Fig. 4. 2 Stochastic TDC with self-calibration 

(1) Calibration Mode (Histogram Data Acquisition)  

# of “1”s Counter, Histogram Engine & Digital Correction
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In calibration mode, under the control of the multiplexer select signal, the delay line 

outputs are connected to their inputs, and the upper and lower ring oscillators are 

configured. As the buffer delay of the two ring oscillators are different, the two ring 

oscillators run freely with different oscillating frequencies, i.e. the upper ring oscillator 

and the lower ring oscillator are asynchronous (without correlation). When the STOP 

signal is on the rising edge, the D flip-flop array are triggered. The outputs of the D 

flip-flop array are transferred to the # of “1”s counter, and the histogram for each bin 

(digital output) is computed.  

If there is no stochastic variation among the DFFs, i.e. all the setup and hold times of 

the DFFs were identical, the histogram for each bin (digital output) would be equal, 

after sufficiently large measurement times.  

However, in practice, the setup and hold times of each DFF can vary and be different 

from each other due to process variations. When the upper ring oscillator runs freely, 

the lower ring oscillator produces rising edges to trigger the DFFs to generate digital 

outputs. As the probability of digital code for large delay is high, while the probability 

of digital code for small delay is low. The digital output is with the probability 

proportional to the setup and hold time of the corresponding DFF. Thus the relative 

variation (ratio) among DFFs can be measured by the histogram engine. After large 

enough measurement cycles, each bin of histogram varies with corresponding DFF’s 

stochastic variation. 
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Fig. 4. 3 Self-calibration mode 

(2) Measurement Mode 

In measurement mode, under the control of the multiplexer select signal, the START 

and STOP signals are connected to the delay line inputs, and the upper and lower ring 

oscillator closed-loops are open. The START signal and STOP signal are inputted as a 

normal flash-type TDC, and the thermometer code corresponding to the rising-edge 

timing interval between them is outputted. 

# of “1”s Counter, Histogram Engine & Digital Correction

Ring oscillator

Ring 

oscillator
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Fig. 4. 4 Measurement mode (normal operation mode) 

(3) Digital Error Correction Operation 

The histogram data of each (relative) setup and hold time among DFFs is acquired in 

calibration mode. In measurement mode, the digital error correction operation is 

conducted based on the acquired histogram data, as shown in equation (4-1). 

FS
iPin

iPin
NDout

FS

i

N

i 









1

1

)(

)(
)(  (4－1) 

N : digital output to be corrected 

)(NDout
: corrected digital output for raw TDC output N  

)(iPin : histogram for raw TDC output i  

FS : maximum TDC digital output value 

Non-linearity correction can be made by applying inverse function of )(NDout
, and 

the TDC linearity calibration can be achieved. 

(4) Easy Calibration for Time-Domain Signals 

Encoder
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Stochastic architecture is originally generated from stochastic flash ADC (SFADC) 

design, which uses offset voltage variations in comparators as voltage references of 

A-to-D conversion. As the comparator offset voltages are change randomly, the SFADC 

is usually highly nonlinear. However, as the signal processed in ADC is “voltage”, it is 

very difficult to apply self-calibration technology to ADC [6][7]. 

On the other hand, in TDC, the signal processed is “time” instead of “voltage”. 

Self-calibration technology can be easily applied to stochastic TDC to compensate the 

nonlinearity. Moreover, the digital-like constructions of histogram data acquisition and 

digital error correction enable compatibility with digital LSI process. Stochastic TDC 

architecture with self-calibration feature can be easily implemented in an all-digital way. 

4.3 RTL Verification on Stochastic TDC 

4.3.1 Simulation Model 

RTL simulation was conducted to verify the operation and effectiveness of stochastic 

TDC. The stochastic TDC modeled in RTL simulation is illustrated in Fig.4.5. 

As illustrated in Fig.4.5 (a), in measurement mode, the START and STOP signals 

are connected to the delay line inputs as a normal flash-type TDC, all the generated 

output Q are delivered to the thermal-to-binary encoder, and transferred into a binary 

representation of the time interval between START and STOP. 

And as shown in Fig.4.5 (b), in calibration mode, one ring oscillator with two dummy 

buffers is employed on the upper row and the frequencies of the upper ring oscillator 

and the STOP signal are different, i.e. the upper ring oscillator and the STOP signal are 

asynchronous (without correlation). The histogram data acquisition and digital error 

correction can be achieved as follows: 

(1) When SEL signal is in LOW state, the upper ring oscillator is initialized by the 

START signal. 

(2) When SEL signal goes from LOW to HIGH, the upper ring oscillator begins to 

oscillate. 
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(3) When STOP signal is on the rising edge, i.e. LOW-to-HIGH transition, the DFFs 

are triggered and the value of D is transferred to the output Q. Each Q is with 

probability proportional to the setup and hold time of the corresponding DFF. 

(4) All the generated output Q are delivered to the # of “1”s counter, and the 

histogram for each bin (digital output) is computed. The relative variation (ratio) 

among DFFs is measured by the histogram engine. After large enough 

measurement cycles, each bin of histogram varies with corresponding DFF's 

stochastic variation.  

(5) As the histogram data of each (relative) setup and hold time among DFFs is 

acquired in calibration mode. In measurement mode, the digital error correction 

operation is conducted based on the acquired histogram data. 

 

(a) Measurement mode 
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(b) Calibration mode 

Fig. 4. 5 Simulation model of stochastic TDC 

In practice, the setup and hold times of each DFF can vary and be different from each 

other due to process variations. To model this uncertainty in RTL simulation, we model 

the setup and hold times of the DFFs as a normally distributed stochastic variable 
DFF , 

with a   mean and a standard deviation  . 

The index of the DFFs is defined by its column address and row address. For 

example, DFF11 stands for the DFF in column stage 1 and row stage 1. DFF_Q422 

represents for the DFF in column stage 4 and row stage 22. The setup and hold times of 

each DFF (case #1) is listed in Table 4.1. 

Table 4. 1 The setup and hold times of each DFF (case #1) 

(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 29.98 26.06 8.94 9.45 21.94 21.53 20.50 14.58 
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2 23.28 23.50 12.39 24.67 27.11 18.22 12.38 26.56 

3 24.48 19.28 22.86 23.98 30.90 29.14 3.71 15.03 

4 15.13 28.56 12.75 18.37 15.68 10.23 23.66 24.34 

5 21.72 25.84 13.99 15.72 14.28 18.26 26.12 12.65 

6 16.26 14.95 22.71 24.04 15.80 27.79 23.89 21.03 

7 17.60 17.37 19.91 6.91 22.41 15.45 22.19 17.51 

8 21.34 3.97 25.61 16.77 29.67 19.50 22.36 16.27 

9 25.83 30.94 16.37 29.24 29.45 19.35 17.56 23.40 

10 17.13 21.00 24.56 23.41 23.53 23.72 14.33 17.50 

11 20.14 35.19 18.24 29.43 25.66 20.42 17.10 15.84 

12 20.41 21.98 21.31 24.74 17.90 11.71 19.59 23.93 

13 12.09 25.10 25.55 17.31 16.44 13.21 19.74 15.73 

14 26.18 20.33 13.98 33.21 19.65 19.80 26.64 24.87 

15 27.57 15.41 14.64 12.22 22.43 16.89 16.46 19.05 

16 21.30 25.16 27.43 7.84 26.07 21.95 20.78 22.48 

17 18.93 25.33 16.76 21.05 22.56 16.19 35.35 4.09 

18 18.43 18.78 22.44 20.75 20.98 10.36 25.68 19.94 

19 17.28 25.81 15.25 26.01 15.64 24.89 21.35 17.01 

20 22.84 20.74 21.28 21.01 14.45 26.68 20.35 28.14 

21 16.50 25.27 15.19 7.46 23.31 20.08 27.74 17.29 

22 26.49 19.93 34.95 23.44 24.40 12.25 21.29 22.37 

23 23.59 17.55 9.49 9.28 9.69 16.83 27.73 30.38 

24 14.91 15.91 21.58 19.56 28.00 23.74 17.93 15.74 

25 34.83 5.96 4.91 17.11 21.52 13.78 21.99 17.54 

26 15.01 28.57 14.85 13.60 16.87 23.57 13.86 24.86 

27 17.82 28.06 28.95 22.16 18.61 25.02 10.20 22.35 

28 23.25 23.63 20.23 8.79 27.47 16.90 10.60 22.69 

29 15.20 27.36 27.63 24.18 18.02 21.13 13.84 22.70 

30 14.42 19.48 18.84 13.96 26.23 15.11 10.31 22.49 

31 35.90 29.79 18.54 18.01 15.62 26.86 19.73 28.66 
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32 22.87 15.18 22.15 30.55 26.76 20.95 23.82 13.64 

33 14.16 20.31 25.12 23.21 17.57 21.27 26.43 16.48 

34 14.41 20.79 26.72 24.49 22.83 14.78 14.31 14.26 

35 24.15 13.29 30.89 19.29 18.27 15.16 22.23 25.11 

36 18.58 22.85 18.36 18.04 38.67 24.64 14.03 19.13 

37 1.82 11.04 15.94 19.30 20.05 23.67 21.04 15.95 

38 22.73 9.60 21.63 10.39 20.10 16.69 26.97 17.48 

39 26.11 7.76 19.32 10.92 13.59 17.88 18.69 19.58 

40 18.05 27.83 23.14 16.34 23.69 24.99 16.33 19.33 

41 11.54 25.85 26.99 10.94 15.92 19.01 24.57 18.48 

42 11.97 30.59 19.71 11.41 23.91 33.20 17.52 22.13 

43 18.23 29.40 31.01 12.59 9.68 22.30 20.97 29.54 

44 27.42 20.73 22.42 28.43 20.04 22.57 18.75 18.72 

45 18.64 19.21 19.17 27.37 26.92 26.98 13.36 33.02 

46 21.12 13.65 9.57 24.55 21.57 26.80 20.99 23.65 

47 24.85 29.25 13.01 16.08 13.14 22.79 18.51 19.52 

48 15.15 13.25 27.28 13.97 17.85 21.40 15.10 20.06 

49 24.39 24.47 23.29 22.20 18.83 11.70 26.89 17.07 

50 19.22 26.42 21.25 16.71 18.71 18.25 17.58 15.96 

 

The probability density function of DFFs’ setup and hold times in case #1 is 

illustrated in Fig.4.6. 
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Fig. 4. 6 The probability density function of DFFs’ setup and hold times (case #1) 

Three different stochastic TDC patterns are simulated separately in order to make a 

comparison. 

 Pattern 1: the number of the DFFs exploited in the stochastic TDC is 100 (2 

columns × 50 rows). The setup and hold times of each DFF is the same as the 

value listed in column 1~2 in Table 4.1. 

 Pattern 2: the number of the DFFs applied in the stochastic TDC is 200 (4 

columns × 50 rows). The setup and hold times of each DFF is the same as the 

value listed in column 1~4 in Table 4.1. 

 Pattern 3: the number of the DFFs used in the stochastic TDC is 400 (8 columns 

× 50 rows). The setup and hold times of each DFF is the same as the value listed 

in column 1~8 in Table 4.1. 
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4.3.2 Simulation Results 

This RTL simulation results of the above three patterns are as follows: 

(1) Correlation between the Histogram and the DFF's Stochastic Variation  

The setup and hold time of each DFF is normalized with dividing by the total delay 

amount, i.e. (each delay amount / total delay amount), which represents the relative 

variation (ratio) among the DFFs. 

Measured histogram data for each bin of the stochastic TDC with the self-calibration 

is normalized with dividing by the total number of measurements, i.e. (each histogram 

data / total number of measurements), which stands for the relative variation (ratio) 

among the histogram bins. 

The relative variation among the DFFs and the relative ratio among the histogram 

bins are illustrated in Fig.4.7. The simulation results indicate that there is strong 

correlation between the histogram and the corresponding DFF’s stochastic variation: the 

histogram for each bin (digital output) is with probability proportional to the setup and 

hold time of the corresponding DFF. 
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(a) The number of the DFFs exploited in the stochastic TDC is 100 

 

(b) The number of the DFFs exploited in the stochastic TDC is 200 
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(c) The number of the DFFs exploited in the stochastic TDC is 400 

Fig. 4. 7 Correlation between histogram and DFF's stochastic variation (case #1) 

(2) Input-output Characteristics before and after Calibration 

The linearity is compensated based on the correlation between the histogram data and 

the DFF's stochastic variation, as shown in equation (4-2). 

 Dout(N ) =
Pin(i)

i=1

N

å

Pin(i)
i=1

FS

å
´FS (4－2) 

N : digital output to be corrected 

)(NDout
: corrected digital output for raw TDC output N  

)(iPin : histogram for raw TDC output i  

FS : maximum TDC digital output value 

The input-output characteristics of the stochastic TDC before and after calibration are 

illustrated in Fig.4.8. The simulation results show that the TDC linearity is improved 

after calibration. 
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(a) The number of the DFFs exploited in the stochastic TDC is 100 
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(b) The number of the DFFs exploited in the stochastic TDC is 200 

before calibration

after calibration
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(c) The number of the DFFs exploited in the stochastic TDC is 400 

Fig. 4. 8 Input-output characteristics before and after calibration (case #1) 

(3) Measured INL before and after Calibration 

The calibration results of the stochastic TDC are evaluated quantitatively. A 

least-mean-square (LMS) method is applied to find a linear approximation to the 

measurement results. The integral nonlinearity (INL), i.e. the deviation from the straight 

line is calculated. INL is an index of the cumulative error between the measurement 

result and the linear approximation straight line. For INL, the more close to 0 the better. 

The gain of the linear approximation straight line and offset can be calculated by the 

following formulas: 
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N

K
gain

N

K
offset= 12   (4－4) 

when the number of the DFFs exploited in the stochastic TDC is 100, 200, and 400, N  

is equal to 100, 200, and 400 respectively. 
1K  to 

4K  are defined as follows:  

 

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 (4－5) 
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i
 

 (4－8) 

here i  indicates a normalized input time difference given by the reference clock 

division and )(iS  is the corresponding TDC output histogram. The INL can be denoted 

by 

gain

offset)i(gainS(i)
INL(i)=


 (4－9) 

The INL calculated from the above formulas are illustrated in Fig.4.9. The simulation 

results indicate that INL is reduced after the calibration. 
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(b) The number of the DFFs exploited in the stochastic TDC is 200 

 

(c) The number of the DFFs exploited in the stochastic TDC is 400 

Fig. 4. 9 Measured INL before and after calibration (case #1) 

(4) Time Resolution 

Time resolution represents the minimum time interval that can theoretically be 

resolved by the TDC in a single measurement, that is, the quantization step (LSB). It 
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can be calculated by the following formula: 

_of_levelsthe_number

tput_codeminimum_output_codemaximum_ou
utionTime_resol


  (4－10) 

Table 4. 2 Time resolution after calibration (case #1) 

Pattern Time resolution 

Pattern 1: 

the number of the DFFs exploited in the 

stochastic TDC is 100 

 

0.3258ps 

Pattern 2: 

the number of the DFFs exploited in the 

stochastic TDC is 200 

 

0.1613ps 

Pattern 3: 

the number of the DFFs exploited in the 

stochastic TDC is 400 

 

0.0876ps 

Table 4. 3 Comparison with other TDC architectures 

TDC architecture Time resolution 

This work 0.0876ps 

Freeze Vernier [11] 4.88ps        

Vernier gated ring oscillator [12] 3.2ps 

Delay line [13] 6.25ps 

2D Vernier [14] 4.8ps 

Local passive interpolation [15] 4.7ps 

Inverter-chain [16] 80.0ps 

Two-step [17] 3.75ps 

 

We see that the stochastic TDC may be highly nonlinear before calibration, but its 

nonlinearity can be compensated by the self-calibration method, and its time resolution 

after calibration can reach sub-picosecond level. 

It is worth to mention that though the multiplexer delay and the inverter delay are not 
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considered in RTL simulation, these delays can be equivalently convert into certain 

stochastic variations among the DFFs. That is to say, the multiplexer delay and the 

inverter delay do not influence stochastic TDC providing a linear output with 

sub-picosecond time-resolution. 

4.3.3 The Influence of the Number of DFFs 

The influence of the number of DFFs on the performance of stochastic TDC is 

obvious from the simulation results.  

For the input-output characteristics and measured INL before calibration, there is no 

significant difference among the three patterns. However, for these performance 

parameters after calibration, there are obvious difference among the three patterns. 

From pattern 1 to pattern 2 then pattern 3, the number of the DFFs exploited in the 

stochastic TDC increases from 100 to 200 then 400. Meanwhile, the improvement of the 

linearity of the input-output characteristics and the reduction of measured INL after 

calibration increases obviously.  

This is because the stochastic architecture utilizes the stochastic variation in 

deep-submicron CMOS. The setup and hold time of the DFFs are usually modeled as a 

normally distributed stochastic variable 
DFF , with a   mean and a standard deviation 

 . 

Though the setup and hold times of each DFF can vary and be different from each 

other due to manufacturing process variations, the stochastic variation among them is 

very small compared to the measurement range. In this situation, in order to make the 

self-calibration result accurate, adequate DFFs are required. The minimum required 

number of DFFs can be calculated by: 

s_among_DFF_variationstochasticde_of_the_of_magnituthe_order_

t_rangemeasuremen

_DFFs_number_ofm_requiredThe_minimu



 

(4－11) 

For example, in above simulation, the measurement range is about 40ps and the order 

of magnitude of the stochastic variation among DFFs is 110  ps. In this case, the 
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required number of DFFs for accurate calibration is about 4001040 1   psps . 

4.3.4 Other Delay Variation Cases 

Beside delay variation case #1, other delay variation cases for stochastic TDC are 

simulated to verify the operation principle. The detail information of the cases is listed 

in Table 4.4.  

Table 4. 4 Delay Variation Cases  

(The setup and hold times of each DFF for case #2 ~ #6 are listed in the appendix.) 

Case # 
Mean 

of normal distribution 

Standard deviation 

of normal distribution 
The number of DFFs 

#1 20ps 6 100, 200, 400 

#2 20ps 6 400 

#3 20ps 6 400 

#4 20ps 1 400 

#5 20ps 2 400 

#6 20ps 3 400 

 

The input-output characteristics and measured INL before and after calibration for 

case #2 ~ #6 are presented below. The simulation results indicate that the TDC linearity 

is improved after calibration, and the INL is reduced after the calibration. 

(1) Case #2 (Normal Distribution, Mean = 20ps, Standard Deviation = 6) 
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Fig. 4. 10 Input-output characteristics before and after calibration (case #2) 

 

Fig. 4. 11 Measured INL before and after calibration (case #2) 
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(2) Case #3 (Normal Distribution, Mean = 20ps, Standard Deviation = 6) 

 

Fig. 4. 12 Input-output characteristics before and after calibration (case #3) 

 

Fig. 4. 13 Measured INL before and after calibration (case #3) 
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(2) Case #4 (Normal Distribution, Mean = 20ps, Standard Deviation = 1) 

 

Fig. 4. 14 Input-output characteristics before and after calibration (case #4) 

 

Fig. 4. 15 Measured INL before and after calibration (case #4) 
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(2) Case #5 (Normal Distribution, Mean = 20ps, Standard Deviation = 2) 

 

Fig. 4. 16 Input-output characteristics before and after calibration (case #5) 

 

Fig. 4. 17 Measured INL before and after calibration (case #5) 
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(2) Case #6 (Normal Distribution, Mean = 20ps, Standard Deviation = 3) 

 

Fig. 4. 18 Input-output characteristics before and after calibration (case #6) 

 

Fig. 4. 19 Measured INL before and after calibration (case #6) 
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4.4 Stochastic Architecture and Vernier Architecture 

Both Vernier-type TDC and stochastic TDC can achieve sub-gate time resolution. But 

the principles of these two architectures are different. 

The fundamental concept of Vernier-type TDC is that the timing resolution is 

determined by the delay difference of the start and stop line stages, i.e. buffer delay 

difference, thus it can theoretically achieve an arbitrarily small value. However, this 

architecture still suffers from the buffer delay mismatches which are caused by device 

and circuit characteristics variations. Practical limits will arise when increasing 

resolution are typically due to the time capture elements, process spread and drive/load 

mismatch. Moreover, its monotonicity is not guaranteed and it may show some 

non-linearity due to buffer delay mismatches. 

The principle of stochastic TDC is quite different from Vernier-type TDC. Though 

the delay mismatches still exist in stochastic TDC due to manufacturing process 

variations, they are positively utilized to achieve fine time resolution. The resolution of 

Vernier-type TDC is limited by the delay mismatches, but this does not happen in 

stochastic TDC, as the resolution of stochastic TDC is achieved by utilizing the delay 

mismatches. Moreover, the non-linearity of stochastic TDC can be compensated by 

self-calibration. 

Vernier architecture and stochastic architecture can be combined to realize stochastic 

Vernier-type TDC, which can achieve an even finer time resolution than conventional 

Vernier-type TDC. Self-calibration technique can also be applied on stochastic 

Vernier-type TDC to improve the linearity. 

4.5 Summary 

In this chapter, stochastic process theory is applied in TDC architecture to positively 

utilize the stochastic variation, which is caused by the integrated circuit manufacturing 

process uncertainty, to improve the time resolution to sub-picosecond level. 

This stochastic TDC may be highly nonlinear, but its nonlinearity can be 
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compensated by self-calibration method. In calibration mode, the relative variation 

(ratio) among DFFs can be measured by the histogram engine. After large enough 

measurement cycles, each bin of histogram is with the probability proportional to the 

setup and hold time of the corresponding DFF.  

In measurement mode, the digital error correction operation is conducted based on 

the acquired histogram data. The TDC performance before and after self-calibration can 

be evaluated quantitatively by exploiting a least-mean-square method. In addition, in 

order to make the self-calibration result accurate, there is a minimum requirement on the 

number of DFFs. 

Corresponding RTL simulation is conducted, and the operation principle of stochastic 

TDC is verified by the simulation results. 

Stochastic TDC with self-calibration can be applied to many physical experiments 

with sub-picosecond resolution requirement, such as time-of-flight and lifetime 

measurements in atomic and high energy physics, experiments that involve laser 

ranging and electronic research involving the testing of integrated circuits and 

high-speed data transfer. 
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Chapter 5  

CONCLUSION 

5.1 Conclusion 

In this study, mathematical methods including number theory, coding theory and 

stochastic process theory are applied in the design of TDC architecture. 

Though conventional flash-type TDC has the advantage of being able to measure a 

single-event input, however, it has a disadvantage on circuit complexity, which leading 

to large power consumption and chip area. In number theory, residue number system 

represents a large integer using a set of smaller integers, so that computation may be 

performed more efficiently. In the TDC circuit, the signal is “time” instead of “voltage”, 

and the residue can be easily obtained with a ring oscillator. So I applied the residue 

number system concept on TDC circuit design. By utilizing residue number system, a 

large Flash-type TDC can be converted into a set of smaller Flash-type TDC performed 

independently and in parallel, in order to reduce power consumption and chip area 

significantly. RTL simulation and FPGA implementation are conducted to verify this 

idea. The verification results show that the proposed residue number system based TDC 

works with good linearity as expected. 

However, this residue number system based TDC is easily to be affected by the 

mismatches among the delay stages. Glitches occurs in the time-domain when there are 

mismatches among the delay stages, which triggers an instability in the output digital 

codes. Due to this, a parallel ring oscillator TDC architecture based on Gray code is 

proposed. For the Gray code, the uncertainty during a transition is only one count, 

unlike with the binary code used in residue number system, where the uncertainty could 

be multiple counts. So the Gray code provides data with the least uncertainty. This 

feature prevents certain data errors which can occur with natural binary code during 

state changes. So I applied Gray code concept on TDC circuit design as an improvement 

of residue number system based TDC. As a ring oscillator is a natural time-domain Gray 
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bit code generator, a Gray code TDC architecture can be easily conceived by grouping a 

few ring oscillators. The proposed Gray code TDC has a unique characteristic where 

only one output of the DFFs changes state with each clock pulse. RTL simulation and 

FPGA implementation are conducted to verify this idea. The verification results show 

that the proposed Gray code TDC can provide a glitch-free binary code sequence, i.e. no 

out-of-sequence code, even there are some amounts of mismatches among the delay 

stages. 

Parasitic capacitance, in electrical circuits, is the extra effect of conductors that serve 

as plates between a dielectric, which is usually air. It becomes a problem with higher 

frequencies because the very small distributed capacitances that exist will have lower 

impedances at these frequencies. Taking this issue into consideration, I applied cyclic 

code to generate the lower bits of Gray code, in order to reduce the frequency of the 

outputs, i.e. to reduce the parasitic capacitance among circuit elements. FPGA 

implementation and measurement results verify the operation principle. 

In manufacturing process, device and interconnect parameters such as channel length, 

wire parasitics, etc. can vary across the sample space of the manufactured chips. Under 

such conditions, circuit performance characteristics like the voltage, delay, slew and 

power are also stochastic processes. I applied stochastic process theory on TDC circuit 

design, in order to positively utilize the stochastic process variation in circuit 

characteristics to obtain effective fine time resolution. Based on conventional flash-type 

TDC, we connect each delay buffer output to the data inputs of several DFFs. Since the 

setup and hold times of the DFFs are not identical due to process variations, the edge 

timing which changes DFF output from 0 to 1 can be different among these DFFs. Then 

their statistical variation becomes the effective time resolution of the TDC, which is 

much finer than the order of magnitude of the buffer delay. This stochastic TDC may be 

highly nonlinear, but its nonlinearity can be compensated by the above self-calibration 

method. RTL simulation is conducted to verify this idea. The verification results show 

that the proposed stochastic TDC with self-calibration is practical for realizing a linear 

TDC with sub-picosecond time-resolution.  

The proposed residue number system based TDC, Gray code TDC, Gray code TDC 
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with cyclic code, and stochastic TDC architectures combine mathematical elegance and 

TDC circuit design to an unusual degree, and show the beauty of this particular 

combination of mathematics and engineering. 

Furthermore, we make fully digital FPGA implementation (design, simulation, 

verification, and testing) of these TDCs. The design work uses only RTL (without 

SPICE) simulation and FPGA (instead of full custom CMOS) implementation, which 

would be suitable for mixed-signal SoC design in nano-CMOS era. 

5.2 Future Work 

Stochastic process theory can also be combined with Vernier-type TDC, which can 

achieve an even finer time resolution than current stochastic TDC. In the future, 

stochastic Vernier-type TDC with self-calibration feature will be highly considered. 
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Appendix 

Table I The setup and hold times of each DFF (case #2) 

(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 26.15 20.75 19.54 28.32 19.90 30.13 16.94 17.80 

2 18.22 26.65 19.29 20.02 18.48 17.06 11.26 24.26 

3 14.22 19.82 19.22 28.80 9.10 17.45 25.49 26.92 

4 33.77 21.91 16.14 17.15 27.72 17.54 11.74 16.84 

5 10.40 26.86 22.46 17.30 23.80 31.17 21.21 15.11 

6 21.53 22.79 31.33 24.69 16.28 18.84 16.33 29.24 

7 21.51 6.31 12.30 13.44 25.70 31.13 20.74 23.97 

8 20.38 31.76 21.17 25.44 16.96 22.55 15.76 23.65 

9 21.07 21.49 13.76 23.98 12.00 24.23 21.00 16.12 

10 9.09 32.29 11.99 29.50 37.05 24.42 25.40 17.65 

11 22.94 9.76 24.43 16.11 30.00 20.24 17.19 21.01 

12 27.73 20.32 18.58 24.75 20.03 17.66 22.15 22.85 

13 12.79 20.09 26.66 22.50 21.29 30.05 23.05 16.59 

14 23.45 15.92 22.36 25.43 24.12 23.77 17.85 21.95 

15 16.46 24.46 15.05 14.99 23.34 17.54 15.80 23.48 

16 17.59 23.81 22.82 14.82 17.84 25.07 23.21 15.04 

17 17.71 32.80 18.68 17.33 15.35 13.02 19.47 21.51 

18 13.65 17.50 11.30 13.62 27.68 25.11 25.24 16.91 

19 25.14 19.80 18.71 21.56 21.17 26.85 31.19 27.43 

20 16.99 17.43 21.93 39.64 13.09 12.12 15.89 12.40 

21 13.86 11.48 30.54 14.41 18.11 23.24 27.10 28.45 

22 22.11 20.48 25.67 10.04 22.09 19.62 24.48 29.95 

23 24.30 25.09 14.88 11.50 21.59 19.08 18.52 25.96 

24 15.89 29.81 26.38 28.60 17.57 24.75 34.49 20.52 
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25 13.06 10.73 31.80 21.56 22.58 12.58 25.68 25.88 

26 32.39 21.71 8.53 12.54 17.57 11.73 7.39 20.75 

27 25.72 11.89 14.68 25.37 16.44 16.54 16.65 25.16 

28 7.51 20.75 13.04 8.49 25.61 11.79 19.67 7.71 

29 5.08 30.53 4.26 19.58 27.36 14.28 19.77 23.26 

30 12.79 25.42 21.83 18.24 27.58 30.37 19.09 20.59 

31 21.22 12.72 6.57 26.21 9.56 16.47 7.88 9.93 

32 18.49 16.95 17.77 19.64 10.91 19.33 19.65 15.46 

33 21.42 22.58 26.69 30.43 19.11 19.99 19.43 27.54 

34 18.03 11.63 20.49 21.97 23.40 30.20 23.39 24.53 

35 17.69 22.59 21.62 16.30 17.33 19.59 20.20 25.82 

36 24.32 15.91 20.97 25.95 6.99 12.64 17.50 15.99 

37 24.74 24.27 18.61 15.95 6.41 21.66 17.20 17.59 

38 11.62 24.63 11.11 18.35 12.64 13.43 23.14 13.40 

39 15.24 14.18 20.57 14.71 23.28 30.92 15.59 13.15 

40 31.23 15.18 23.98 15.09 27.22 20.22 19.80 26.92 

41 19.09 25.60 14.57 27.30 20.14 20.61 16.21 13.34 

42 23.86 19.06 16.59 19.15 19.80 23.64 10.26 20.16 

43 24.93 30.86 20.19 24.18 23.78 26.11 22.77 19.61 

44 32.92 20.73 19.07 19.96 24.80 16.57 14.77 29.92 

45 16.32 20.17 28.44 21.63 26.20 20.40 5.90 25.54 

46 19.93 13.98 29.15 13.44 24.71 24.22 18.84 25.53 

47 18.75 25.84 27.22 24.57 11.92 16.07 19.84 23.39 

48 21.20 25.99 20.63 27.47 26.09 18.96 15.60 24.55 

49 16.51 22.87 13.71 15.96 26.23 25.23 14.25 17.94 

50 26.89 19.82 18.99 15.80 10.11 19.85 29.42 11.77 
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Fig. I The probability density function of DFFs’ setup and hold times (case #2) 
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Table II The setup and hold times of each DFF (case #3) 

(Normal distribution, mean = 20ps, standard deviation = 6, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 10.25 18.99 20.19 3.94 12.33 30.01 19.62 22.08 

2 29.60 16.89 12.21 24.82 20.48 21.63 17.57 13.10 

3 15.40 18.66 33.78 18.15 14.50 15.33 10.98 21.02 

4 11.86 22.87 21.84 22.31 21.14 17.85 25.88 21.66 

5 21.27 19.50 7.99 26.04 17.53 19.54 15.85 33.98 

6 20.93 21.34 18.55 26.89 12.01 24.36 20.53 31.54 

7 24.03 26.85 21.91 21.75 17.15 19.15 22.31 16.45 

8 22.87 23.17 19.55 27.96 31.20 19.40 2.87 16.63 

9 23.05 20.61 34.18 20.86 12.56 20.28 11.93 23.58 

10 16.88 17.14 17.72 17.56 29.45 14.89 32.87 12.86 

11 18.68 29.08 21.54 18.93 10.01 26.58 19.71 22.80 

12 29.88 22.77 26.75 19.58 12.68 27.14 15.65 31.60 

13 15.58 24.16 21.07 20.83 13.35 24.81 18.51 27.62 

14 19.23 24.66 21.12 24.44 14.09 19.04 28.10 17.90 

15 13.69 28.11 28.59 19.30 14.18 24.32 20.47 23.52 

16 19.79 9.92 9.85 21.52 26.29 8.22 13.49 24.05 

17 11.80 9.36 27.21 22.73 22.02 17.03 15.74 12.28 

18 28.57 19.43 13.49 24.31 21.97 31.03 25.34 16.65 

19 16.59 18.52 14.15 17.99 20.15 26.06 25.43 25.55 

20 27.28 25.91 14.16 9.14 21.07 28.68 11.31 21.45 

21 23.77 17.41 12.86 17.71 28.14 24.75 20.71 31.03 

22 20.41 30.58 15.39 25.26 23.04 14.33 14.25 23.26 

23 31.88 13.80 13.28 17.55 36.79 23.71 8.97 14.57 

24 13.45 18.29 21.28 19.31 28.85 29.10 9.25 20.69 

25 25.90 19.26 20.68 12.73 17.91 19.13 7.67 14.11 

26 21.97 20.71 23.52 19.30 31.19 12.70 19.26 27.44 



107 

 

27 17.25 23.82 32.83 24.32 19.18 22.28 9.79 19.61 

28 22.51 22.39 21.55 13.33 18.97 21.95 22.35 19.34 

29 13.92 8.33 14.66 8.80 7.00 24.10 26.99 24.13 

30 19.81 27.78 16.86 22.63 11.87 17.27 26.66 20.64 

31 19.87 20.77 21.96 18.88 7.27 18.10 12.90 23.11 

32 25.31 20.09 25.29 17.54 28.38 19.91 30.69 25.77 

33 18.14 25.38 17.65 21.26 11.59 19.55 18.55 22.22 

34 14.51 14.28 25.49 16.18 23.88 27.85 21.84 8.91 

35 23.08 15.42 30.19 11.32 19.27 18.51 14.72 29.96 

36 23.47 18.54 19.42 19.63 23.82 17.31 12.75 18.44 

37 23.21 25.72 18.83 29.42 22.43 23.30 26.97 28.83 

38 16.09 21.00 17.38 18.66 16.71 9.58 21.15 29.50 

39 25.38 11.92 16.70 15.65 18.64 24.28 26.67 25.14 

40 29.62 31.92 14.28 18.69 20.74 24.85 12.97 17.76 

41 13.77 18.82 24.38 12.74 26.78 17.03 31.03 18.21 

42 24.26 19.63 17.37 32.84 22.75 20.59 16.34 22.28 

43 9.46 25.42 16.84 18.99 22.57 24.27 14.01 16.05 

44 15.39 13.38 22.01 18.72 32.63 23.15 10.11 5.10 

45 28.91 20.76 21.34 19.35 14.25 28.59 28.53 22.26 

46 17.13 27.18 18.76 22.35 35.64 24.61 17.75 28.54 

47 14.04 22.69 22.43 14.26 11.07 23.96 8.31 13.20 

48 20.68 22.08 20.68 13.80 24.51 12.68 24.30 18.21 

49 19.59 6.06 18.57 8.72 22.55 27.42 23.46 19.39 

50 20.05 24.53 18.87 23.76 26.46 18.40 20.47 23.09 
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Fig. II The probability density function of DFFs’ setup and hold times (case #3) 
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Table III The setup and hold times of each DFF (case #4) 

(Normal distribution, mean = 20ps, standard deviation = 1, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 20.52 18.76 19.27 21.29 21.95 21.36 21.67 20.97 

2 20.26 20.40 17.70 19.15 20.08 18.80 21.12 21.57 

3 19.27 19.19 21.11 21.27 19.58 20.02 19.85 18.43 

4 18.96 20.12 21.94 19.87 19.77 17.99 20.16 20.79 

5 20.13 18.64 19.26 20.15 19.50 21.06 19.97 19.32 

6 18.82 19.14 19.74 19.72 21.28 19.79 21.18 20.98 

7 20.24 18.51 20.99 21.32 20.05 21.76 19.33 19.69 

8 20.06 20.43 20.84 21.87 21.16 22.49 20.78 20.33 

9 21.08 21.35 19.74 19.47 18.80 19.41 20.64 21.04 

10 19.04 20.19 21.84 20.45 20.74 20.81 20.64 21.25 

11 17.98 20.63 18.83 19.78 20.08 20.91 20.32 22.26 

12 19.04 19.86 20.55 21.21 19.79 18.56 19.75 21.56 

13 20.86 19.58 19.73 19.43 18.88 20.05 21.02 20.25 

14 19.01 20.55 19.64 19.03 20.32 19.32 19.38 18.98 

15 19.92 17.41 19.41 19.40 18.19 20.90 19.09 19.97 

16 19.14 18.95 19.69 19.42 20.16 19.52 18.39 20.38 

17 20.90 20.19 19.35 19.99 20.05 21.91 19.89 19.06 

18 19.06 19.28 20.69 18.57 20.62 21.81 19.97 19.83 

19 20.39 20.85 21.08 19.30 20.36 20.25 21.81 20.45 

20 18.36 18.78 20.60 19.94 19.48 18.23 20.99 19.88 

21 20.51 19.06 21.73 18.48 20.46 20.08 19.57 19.98 

22 20.92 18.52 19.01 18.44 20.50 19.98 19.46 20.10 

23 20.74 20.43 19.82 20.40 21.95 19.94 21.30 18.88 

24 18.84 19.44 19.93 19.40 19.36 20.21 21.82 19.72 

25 19.97 20.56 19.27 19.33 21.14 19.49 20.65 20.28 

26 19.75 19.41 19.16 19.21 19.70 19.78 19.36 17.96 
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27 20.76 19.20 20.32 19.44 20.77 18.72 18.68 18.37 

28 20.21 19.78 20.33 21.16 20.50 19.06 19.51 20.34 

29 20.07 20.23 20.31 20.11 19.74 21.29 19.32 18.42 

30 20.39 22.44 21.53 20.41 21.31 18.76 20.97 21.04 

31 21.89 20.22 19.47 20.40 20.36 19.04 20.17 22.28 

32 20.34 20.94 18.27 20.45 18.55 20.48 20.24 20.83 

33 19.53 19.68 21.12 21.34 20.50 18.66 19.28 18.99 

34 18.56 22.21 17.88 20.47 18.98 20.77 20.31 19.73 

35 20.51 18.35 20.70 21.22 19.97 21.30 21.72 21.14 

36 21.01 20.15 20.16 18.79 20.31 19.53 20.87 21.96 

37 19.33 19.85 19.71 20.55 21.47 19.48 19.78 19.75 

38 19.15 18.52 19.75 19.23 20.86 20.04 18.67 20.58 

39 19.30 17.77 19.86 19.58 19.82 19.69 20.24 19.82 

40 21.10 21.28 19.08 22.59 17.88 19.90 18.95 18.48 

41 19.26 19.53 18.98 20.97 20.06 20.70 19.39 19.14 

42 21.12 18.71 20.50 20.60 21.53 21.18 20.15 20.70 

43 18.57 19.61 18.87 19.27 20.34 20.32 20.04 20.59 

44 19.95 20.93 19.40 19.92 19.32 19.67 20.58 20.78 

45 18.91 21.40 19.06 19.36 20.26 19.65 21.10 21.15 

46 19.48 18.51 21.80 20.82 18.78 17.85 19.18 19.94 

47 21.77 20.23 19.67 19.63 19.41 20.06 19.09 18.43 

48 20.67 21.44 19.58 19.85 19.75 18.58 18.89 21.29 

49 20.63 19.11 20.35 19.21 17.99 21.19 20.41 19.48 

50 19.82 20.75 19.80 20.48 19.10 20.57 21.70 19.63 
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Fig. III The probability density function of DFFs’ setup and hold times (case #4) 
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Table IV The setup and hold times of each DFF (case #5) 

(Normal distribution, mean = 20ps, standard deviation = 2, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 17.97 17.35 19.92 20.11 17.30 21.55 15.36 15.88 

2 20.44 16.42 20.64 23.28 19.19 20.89 20.11 16.00 

3 18.10 17.59 16.52 18.87 22.42 15.80 24.62 23.68 

4 14.56 23.43 20.06 23.91 19.02 22.29 19.78 19.04 

5 21.93 21.94 17.20 19.50 21.98 21.60 19.98 18.72 

6 19.77 18.13 17.90 18.30 22.86 19.62 18.80 21.26 

7 17.92 21.17 20.30 19.28 17.38 23.21 20.99 18.38 

8 19.08 17.04 18.08 16.01 17.24 18.74 19.85 21.03 

9 22.23 24.59 23.28 17.38 18.42 17.47 17.47 17.53 

10 21.16 17.85 22.15 20.87 17.26 21.92 16.04 23.12 

11 21.18 21.16 19.40 21.08 20.96 21.04 17.95 19.41 

12 21.91 19.39 21.52 22.03 18.19 19.15 24.05 18.61 

13 19.75 19.38 19.39 20.08 21.55 17.91 21.07 15.83 

14 19.48 21.74 19.22 19.82 20.19 17.65 19.97 22.36 

15 22.40 19.17 18.07 17.00 16.44 15.96 23.91 21.39 

16 19.04 19.45 23.75 18.71 20.14 19.25 21.34 19.97 

17 23.31 16.37 18.06 23.51 20.07 18.18 22.37 21.02 

18 19.26 20.62 18.41 20.94 20.47 19.37 21.19 19.09 

19 19.28 20.19 19.32 20.16 25.93 20.51 20.36 18.07 

20 20.33 19.00 21.46 20.83 18.85 19.86 19.56 21.28 

21 20.14 18.03 19.24 19.69 20.45 21.81 21.69 19.49 

22 19.86 17.92 16.84 20.67 18.83 20.09 21.72 20.74 

23 16.81 20.02 17.74 21.04 20.77 20.70 20.19 16.71 

24 22.29 21.77 19.90 19.91 18.34 18.38 23.78 18.82 

25 22.50 21.05 18.85 16.37 21.93 21.17 22.30 17.49 

26 20.06 18.38 17.90 20.07 22.07 18.47 22.30 23.92 
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27 20.52 21.25 18.87 21.24 18.72 20.92 23.16 21.40 

28 19.83 17.77 20.50 20.73 16.56 19.01 21.65 20.74 

29 16.43 19.67 19.27 19.52 17.19 22.08 19.77 22.91 

30 17.55 21.01 21.75 17.37 18.82 20.33 18.04 20.01 

31 19.27 15.71 17.33 20.98 18.83 21.50 18.71 19.20 

32 17.97 16.89 20.77 18.67 23.00 18.22 21.09 22.14 

33 21.16 22.69 17.92 20.54 17.64 21.65 20.69 16.17 

34 19.30 20.95 21.89 20.86 24.01 22.70 19.57 23.11 

35 19.28 20.57 17.37 18.16 23.99 21.39 20.62 17.84 

36 20.08 20.45 20.00 19.60 19.67 23.34 20.43 24.06 

37 22.21 22.38 17.85 17.14 20.57 16.32 17.69 23.61 

38 22.04 15.03 20.02 19.91 19.48 17.46 19.08 19.20 

39 19.84 19.75 23.47 21.00 19.41 18.28 18.10 17.64 

40 17.72 19.65 18.75 20.16 20.49 19.74 17.13 18.86 

41 16.02 20.41 17.96 19.04 16.03 19.66 18.56 22.19 

42 22.40 24.14 22.22 20.10 17.94 20.40 19.42 23.01 

43 18.33 17.52 13.86 21.88 18.95 14.48 17.42 19.42 

44 22.37 16.57 20.69 21.17 17.35 21.92 22.27 18.29 

45 20.16 22.32 20.23 22.66 21.70 20.01 20.17 21.78 

46 21.94 22.65 18.36 17.92 18.55 18.86 22.57 21.72 

47 21.01 18.22 23.43 20.34 18.65 22.55 16.30 18.28 

48 19.28 16.86 17.84 20.25 18.68 24.90 20.39 17.09 

49 21.99 19.69 15.94 15.08 18.44 19.91 17.75 22.03 

50 14.92 20.21 16.19 18.19 21.90 19.92 22.65 16.71 
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Fig. IV The probability density function of DFFs’ setup and hold times (case #5) 
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Table V The setup and hold times of each DFF (case #6) 

(Normal distribution, mean = 20ps, standard deviation = 3, unit: ps) 

      Column 

Row 
1 2 3 4 5 6 7 8 

1 20.46 21.50 17.80 16.80 18.15 22.46 21.43 22.26 

2 18.45 19.65 19.69 13.82 22.34 21.74 14.56 22.19 

3 14.93 18.84 15.07 24.12 17.55 16.75 16.29 21.36 

4 18.41 20.05 19.77 18.34 23.22 21.82 22.24 26.16 

5 20.63 22.44 19.64 15.30 18.43 24.62 17.48 18.77 

6 22.38 15.48 20.88 21.11 14.90 21.08 21.58 21.14 

7 21.06 17.68 20.36 21.24 21.08 15.07 23.20 19.15 

8 22.09 16.71 22.83 15.93 15.49 23.51 23.39 18.16 

9 19.33 20.19 18.23 16.84 19.75 20.04 21.23 19.04 

10 20.16 23.00 16.74 19.20 26.96 18.86 22.29 24.92 

11 17.32 22.24 24.09 22.36 19.55 16.58 15.11 24.72 

12 19.77 14.25 25.23 18.29 20.98 19.14 21.45 19.63 

13 19.59 23.12 21.59 16.81 26.71 19.33 19.40 20.85 

14 25.95 23.84 14.52 17.13 23.02 17.23 24.65 17.18 

15 22.51 20.41 26.41 17.43 24.64 13.53 18.11 16.86 

16 22.07 20.75 15.01 23.15 18.07 18.20 19.97 23.58 

17 20.09 25.07 21.21 27.07 11.96 18.35 13.07 20.92 

18 19.41 23.21 20.50 21.93 21.29 15.17 19.52 20.37 

19 22.62 21.17 18.21 11.12 22.65 18.00 18.40 16.55 

20 20.24 22.56 16.01 21.98 23.67 20.08 26.23 23.35 

21 19.20 26.89 15.13 28.39 18.49 19.23 23.60 20.64 

22 20.55 15.58 22.79 24.15 24.85 22.10 18.95 19.45 

23 19.95 17.13 18.29 21.38 18.14 19.85 14.56 24.51 

24 20.25 18.84 18.80 20.06 18.82 17.06 17.16 19.83 

25 20.27 19.41 18.75 22.84 17.54 19.04 19.17 19.57 

26 18.94 16.90 22.80 16.83 19.45 17.06 21.16 24.50 
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27 18.76 18.58 20.09 20.81 21.38 19.92 19.53 17.12 

28 18.48 20.71 14.40 20.95 21.49 22.31 17.59 21.09 

29 18.28 22.11 22.17 20.62 23.00 17.86 20.22 18.10 

30 20.74 13.38 18.33 20.94 18.92 19.21 21.19 15.03 

31 21.40 21.39 19.29 17.12 23.77 20.19 21.49 19.72 

32 17.74 23.53 18.91 17.09 19.84 15.92 18.88 15.89 

33 18.92 18.78 15.05 17.56 15.73 19.44 19.91 24.97 

34 16.85 21.98 21.26 22.27 19.11 19.46 22.75 25.15 

35 20.72 24.52 20.98 21.51 28.45 17.00 15.55 19.01 

36 25.33 24.95 22.19 19.85 23.94 18.52 19.12 19.95 

37 21.57 19.28 24.60 15.69 24.14 21.45 22.08 21.67 

38 20.60 16.57 19.17 19.28 22.75 19.60 20.31 23.80 

39 15.68 20.66 20.01 16.15 22.89 20.41 19.58 20.78 

40 19.38 21.79 17.83 18.56 19.75 20.39 18.47 21.78 

41 22.65 22.61 20.67 19.64 13.43 14.17 19.06 22.07 

42 17.80 16.81 19.31 22.02 19.35 23.62 19.18 23.51 

43 15.67 21.20 20.91 16.49 27.30 22.91 20.14 24.70 

44 16.06 18.45 20.51 18.35 19.45 20.29 16.62 23.02 

45 24.81 16.56 21.43 21.50 22.43 22.59 17.52 19.69 

46 17.53 14.69 20.58 17.72 20.11 18.50 20.15 16.80 

47 19.19 18.39 24.38 21.59 20.74 23.69 21.53 16.77 

48 21.22 19.66 24.91 18.86 21.60 21.08 19.61 11.38 

49 22.74 21.72 19.51 24.99 20.12 19.50 20.75 23.95 

50 18.67 16.28 20.17 21.64 22.07 18.51 16.17 14.72 
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Fig. V The probability density function of DFFs’ setup and hold times (case #6) 
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