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Abstract 

With the fast development of science and technology, industrial processes such as thermal 

process, manufacturing process, production process and so on are becoming more and more 

important, and have higher requirement for the operation performance. Thermal processing 

system, as one of the most complex processes, has a wide range of applications in the industrial 

field especially in the food process. For the multi-point (multi-input multi-output) thermal 

processing systems, temperature control is playing a more and more important role in its 

application. The proportional-integral-derivative (PID) control technologies have been widely 

used for most of the industrial processes. However, due to the nonlinearity and large dead time 

of the temperature control objects, the performance of PID-only control system may not satisfy 

the expected requirements. Also, the coupling influence and dead time difference in the multi-

point temperature system have a significant effect to the transient response of each point. 

Two advanced control methods are proposed in this thesis to deal with the two shortcomings 

mentioned above, respectively. For the coupling influence and dead time difference in the multi-

point temperature control system, a pole-zero cancellation method is proposed. While for the 

nonlinearity and large dead time of the control objects, a reference-model-based artificial neural 

network (NN) method is proposed. 

1) Pole-zero cancellation method for multi-point temperature control system 

The proposed method is one kind of the model-based advanced control method. In order to 

realize the model-based advanced control, the system identification method was performed to 

obtain the plant model of the control object. The detailed introduction of the system 

identification method for first order plus time delay (FOPTD) system has been presented. Based 

on the identified plant model, the multi-input multi-output (MIMO) PI control system was 

designed as such. Due to the strong coupling effect of the controlled object, the decoupling 

compensation was added into the MIMO PI control system. The experiments for the MIMO PI 

control system with and without decoupling compensation were then carried out. Upon these 

foundations, the pole-zero cancellation method has been proposed for the MIMO temperature 
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control system to ensure proper transient response and to provide more closely controlled 

temperatures. In the proposed method, the temperature difference and transient response of all 

points can be controlled by considering the delay time difference and coupling term together 

with matrix gain compensation, and by investigating the pole-zero cancellation with 

feedforward reference model to the control loop. The simulations were carried out in the 

MATLAB/SIMULINK environment, and the experiments were performed based on the DSP 

controlled system platform. The effectiveness of the proposed pole-zero cancellation method 

was evaluated by comparing the results to those of a well-tuned conventional PI control system 

and PI plus decoupling compensation system. 

2) Reference-model-based Artificial NN control method for temperature control system 

In this method, a reference-model-based artificial neural network (NN) control method has 

been proposed for the temperature control system. Several types of neural network structure 

and activation function are investigated, and the multi-layer NN structure is chosen with the 

ReLU function as its activation function. The control system is driven by using the error signal 

between system output and reference model output as the teaching signal of the NN controller. 

The proposed method is a reference-model-based NN system combined with I-PD control 

structure. The reference model and I-PD parameters are designed based on the FOPTD system. 

The simulation was carried out in MATLAB/SIMULINK environment to evaluate the control 

performance of the proposed method by comparing with the conventional feedback error 

learning NN control system. The effectiveness of the proposed method has been evaluated by 

focusing on the overshoot and transient response of the controlled system. As a result, the 

robustness of the proposed reference model-based NN control method for the plant perturbation 

and disturbance has been successfully verified. In addition, the recurrent type NN structure was 

then introduced to the control system, and simulations were carried out to compare with the 

feedforward type NN control system. Finally, the experiments of the proposed control method 

have been carried out on a DSP-based temperature system platform. The results are quantitively 

evaluated by taking the transient response into account.  
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Chapter 1  

Introduction 

1.1 Introduction 

With the development of the science and technology, the requirements of the fierce 

competition, resources and environment in the contemporary world market are pushing the 

world’s process industry to pursue advanced control and make full use of information and 

computer technology, so that enterprises continue to increase their ability to respond to the 

market, including organizing and adjust the production in time according to the market needs; 

fully tap the production potential; improve the efficiency; reduce the consumption; ensure the 

quality; control the three wastes; ensure the safety; reduce the inventory; accelerate the capital 

turnover and achieve the overall optimization of the production process and business process. 

In recent years, it has become a standard development model for computer applications that 

with adopted highly reliable, intelligent instrumentation, distributed control systems and 

advanced process control strategies to achieve optimization at all levels, and then promote 

management information systems, organize computer-integrated management and control 

integration. 

In the current industrial process, traditional control is still used in over 95% of the loops. The 

extensive application of control is related to its simple design and relatively easy parameter 

setting. It can indeed meet the requirements of most simple control loops. However, for more 

and more complex industrial processes, especially the existence of large pure time delay, large 

inertia, and nonlinear systems, it is often difficult for control to meet the requirements of control 

quality one. Therefore, it is hoped that the quality of control can be improved through the 

application of advanced control methods. 

Advanced control in the 19th century mainly refers to those algorithms and strategies that are 

different from conventional PID control. From the beginning of the 20th century, with the 
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widespread application of training and computer technology, blank motion control has 

developed greatly. Advanced process control (APC) has rich content and wide coverage, 

including predictive control, adaptive control, and robust control, etc. It is a powerful means of 

tapping potentials and improving efficiency on the basis of existing devices and foundations. It 

can help companies to significantly reduce production costs from a control perspective, and 

improve product output and quality. This effectively improves the competitiveness of the 

enterprises. 

As an important branch of advanced process control, predictive control is a new type of 

computer control algorithm that appeared in the European and American industrial fields in the 

mid to late 19th century. 

Since predictive control technology has been proposed, it has been favored by the process 

control community for its excellent control performance. Predictive control requires a dynamic 

model of the processing system, but only emphasizes the function of the model and does not 

pay attention to its structural form. It maintains the controlling idea based on optimization but 

restricts the optimization to the limited time domain, which is conducive to solving the 

constrained multi-objective multi-degree-of-freedom optimization closed-loop in the control 

process through online iterative optimization and feedback correction. Also, it is used to timely 

correct the effects of modeling errors and other uncertain factors, so it has a strong ability to 

adapt to complex environments. Because of the above advantages and the flexibility of 

predictive control when dealing with multi-objects optimization control problems with 

constraints, it naturally becomes one of the most effective methods for multi-variable constraint 

control of the complex industrial processes. 

1.2 Overview of advanced control technology 

1.2.1 Development of advanced control technology 

Since the development of the third-generation control theory in the twentieth century, high-

tech development and research departments have organically combined the chemical 
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engineering, process control theory, instruments, and computers to design a new type of multi-

input multi-output advanced control software, which can solve the non-controllable chemical 

process problems such as non-linear, time-varying, large time lag, and improve the operating 

performance of the device, so as to achieve the effect energy saving and consumption reduction 

to improve the overall economic benefit of the device, this technology is so-called advanced 

control technology. Through reasonable configuration, the advanced control (APC) technology 

can realize closed-loop online applications. 

The design idea of the advanced control is based on multi-variable estimation. The process 

model is used to predict the output of the future moment. The process model is corrected by the 

difference between the actual output of the object and the model’s predicted output, so that 

several variables to be controlled are controlled in one desired industrial control point and the 

whole devise is pushed to the best state. At present, advanced control technology not only 

continuously introduces new results in theory but also has achieved remarkable results in 

practical production applications. 

Advanced control such as model recognition and optimization algorithms are different from 

conventional control, but the effect of these control is not just a computer control algorithm. 

Although there is still no clear definition, its task is clear, that is, it is used to deal with the 

problems of complex systems with conventional control effects. The advanced nature of these 

control methods should be reflected in the following aspects: 

1). Unlike conventional control, advanced control is usually a model-based control strategy, 

such as model predictive control. At present, intelligent control technologies such as expert 

control, neural network control, fuzzy control and improve methods of predictive based control 

are becoming an important development direction of advanced control. 

2). Advanced control is usually used to deal with complex process control problems, such as 

large time delays, multi-variable failures, various constraints on the control variables, etc. 

Advanced control is a dynamic coordinated constraint control based on conventional single-

loop control and can make the control system adapt to the dynamic characteristics and 

operational requirements of the actual industrial production process. 

3). The real-time advanced control requires sufficient computing power to support it. Because 
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the advanced control is affected by the complexity of the control algorithm and the computer 

hardware, most of the advanced control algorithms are usually implemented on the host 

computer of the computer control system. 

1.2.2 Classification of process control strategies 

The well-known process control expert D. E. Seborg classified the process control strategies 

into five categories. 

1) Conventional control strategies which include manual control, PID control, and ratio, 

cascade, feed-forward, etc. 

2) Advanced control—Classic methods, such as gain adjustment, delay time compensation, 

and decoupling control. 

3) Advanced control—popular methods, such as model predictive control, internal model, 

self-adaptive, statistical quality, etc. 

4) Advanced control—Potential technologies, such as optimal control, nonlinear control, 

expert control, neural network control, fuzzy control, etc. 

5) Advanced control—The latest progress, such as robust control, H_∞ control, U integration, 

etc. 

Different researchers and research purposes will produce different views about what exactly 

should be included in advanced control technology. But it is certain that controller parameter 

self-tuning, adaptive control, model prediction, etc. should be the main content of advanced 

control technology at this stage. 

1.2.3 Models of industrial processes 

According to the requirements of the control, the model must contain information that can 

predict the consequences of changing the operating conditions of the process and can be roughly 

divided into four models depending on the method used. 

1) Mechanism model: For those objects with clear processes and obvious characteristics, a 

set of differential equations can be used to describe its dynamic process. The mechanism model 
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is usually established according to the basic principles of chemistry or physics. The final model 

depends on the system, and if the concentrated parameters are represented by centralized 

parameters, the distributed parameters are represented by the partial differential equations. And 

ordinary differential equations are described in a one-dimensional manner, usually time partial 

differential equations are described in state space. Generally speaking, distributed parameter 

models are more complex and more cumbersome. By simplifying some assumptions, a series 

of ordinary differential equations can be used to represent the distributed parameter model, both 

of which can be subdivided into linear and nonlinear. In many cases, due to time and capital 

constraints, the development mechanism model is not realistic, especially when the object 

process is fuzzy or the obtained equations are complex and cannot be solved, the black box 

model empirical model established using the data from the object has advantages. 

2) Black box model: The black-box model simply describes the functional relationship 

between the input and the output of the system. It is established by analyzing the historical 

production data of the actual soil process and using appropriate mathematical methods. 

Compared with the mechanism model, the function parameters of the black box model have no 

trends of the process behavior, then the method of the black-box model is also effective, and 

the cost of developing the black box model is often lower than the mechanism.  

3) Qualitative models: In the industrial process, there are many objects that involve heat 

transfer, mass transfer and chemical reactions. Due to their non-linearity, complex mechanisms, 

difficult detection and uncertainty, it is difficult to establish a suitable mathematical model. In 

this case, establish a qualitative model can be one choice. The simplest form of the qualitative 

model is a rule-based model that uses “if-then-else” to describe process behavior. These rules 

come from human experts. Similarly, genetic algorithms and rule induction techniques can also 

be applied to process data to generate these described rules. 

4) Statistical model: Due to the uncertainty of the process systems, statistical methods 

become necessary. This technology has been widely used in statistical data analysis, 

information theory, strategy theory and decision system theory. The probability model is 

characterized by the probability density function of the variables. It gives the possibility of a 

certain value of the variables. The correlation model can be obtained by monitoring the changes 
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of the variables and then quantifying the similarity between them. 

1.3 Intelligent control method 

As one of the important directions for the modern advanced control technology, intelligent 

control methods have become a very active and challenging field in today’s world automation 

disciplines. Also, it represents one of the latest directions in the development of science and 

technology of today’s industrial control. 

1.3.1 Definition of intelligent control  

Intelligent control is the product of the intersection of artificial intelligence and control theory 

and is an advanced stage of the development of classical control theory. Its ability and level of 

problem-solving are significantly higher than those of conventional control. Its core task is to 

use human-like intelligent control decision-making to control systems with complexity and 

uncertainty. 

1.3.2 Characteristics of intelligent control 

The main characteristics of intelligent control can be concluded as four main points: 

1) The intelligent control has effective global control and strong fault tolerance for uncertain 

systems. 

2) The intelligent control is a multi-modal combination control method which is combined 

with the qualitative decision-making and quantitative control. 

3) The intelligent control can analyze and synthesize the system from the perspective of 

system function and overall optimization to achieve predetermined goals. It has the good self-

organizing ability. 

4) The intelligent control system is a hybrid control process that can process information with 

mathematical operation, logic and knowledge reasoning methods. 
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1.3.3 Areas of intelligent control 

Then main areas of intelligent control can be divided into three parts: Fuzzy control, Neural 

networks, Genetic algorithms and Expert control. 

1.3.3.1 Fuzzy control 

The concept of “Fuzzy sets” was first proposed in 1965 by L. A. Zadeh, an expert in 

Automatic Control Theory, University of California. Fuzzy control is a kind of control based 

on fuzzy reasoning and imitating human thinking. It is a kind of control for objects that are 

difficult to establish accurate mathematical models. The root of its successful application is that 

fuzzy logic itself provides language information for experts to construct linguistic information 

and transform it into control strategies. A fuzzy controller is shown in Figure 1-1. The fuzzy 

controller has several components: 

⚫ The rule-base is a set of rules about how to control. 

⚫ Fuzzification is the process of transforming the numeric input into a form that can be 

used by the inference mechanism. 

⚫ The inference mechanism uses information about the current inputs (formed by 

fuzzification), decides which rules apply in the current situation, and forms conclusions 

about what the plant input should be. 

⚫ Defuzzification converts the conclusions reached by the inference mechanism into a 

numeric input for the plant. 

 

Figure 1-1 Fuzzy control. 
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1.3.3.2 Neural networks 

Neural network control is an intelligent control and identification method based on a structure 

that mimics the physiological structure of the human brain as shown in Figure 1-2. 

 

Figure 1-2 Physiological structure of the neuron. 

With the continuous deepening of the application research of artificial neural networks, new 

models are continuously introduced. In the field of intelligent control, the most widely used are 

the BP network and the Hopfield network. Compared with the conventional control method the 

neural network has the following important characteristics: 

➢ Non-linearity, the neural network can fully approximate any non-linear function in 

theory. 

➢ Parallel distributed processing, the neural network has a highly parallel structure and 

parallel implementation capabilities, which makes it have a greater degree of fault 

tolerance and strong data processing capabilities. 

➢ Learning and self-adaptability, neural networks can learn and remember the information 

provided by the knowledge environment. 

➢ Multivariable processing. Neural networks can naturally process multi-input signals and 

have multi-outputs. It is very suitable for multi-variable systems. 

At present, neural networks have been successfully applied in many fields such as signal 

processing, system identification and optimization, pattern recognition, fault diagnosis and 

robotics. It will have great and far-reaching significance for the development and application 

of intelligent control.  



 

9 

 

However, we also see that there are still many problems in the theory and design methods of 

neural network control for further research, mainly the analysis methods of artificial neural 

network system stability, the selection and optimization of neural network structure and size, 

the convergence and real-time problems of learning and control algorithms, and how to apply 

neural network theory to specific control systems to improve performance, etc. 

1.3.3.3 Genetic algorithms 

A genetic algorithm (GA) is a computational model that simulates the natural evolution and 

biological mechanism of Darwin’s biological evolution theory. It is a method to search for the 

optimal solution by simulating natural evolution of organisms. The main strategy of its 

operation is to establish the solution set of the population of potential problems of the control 

object to achieve the encoding of genes. Individuals realize coding, as a combination of multiple 

genes, from which to start solving a certain gene combination. Just as the adjustment of black 

hair is a strange thing determined by a certain segment of the chromosome in each subject.  

The genetic algorithm also implements the process of mapping phenotype genes to coding 

and then solving. The main features of the genetic algorithm are:  

➢ Take the coding of decision variables as the operation object. 

➢ Use the objective function value directly as the search information. 

➢ Simultaneous multi-point search of solution space. 

➢ Use adaptive probability search technology. 

1.3.3.4 Expert control 

Expert control developed in the field of artificial intelligence is a technology of knowledge-

based intelligent computer programs. The essence of expert control is based on various 

knowledge of control objects and control laws, and it is necessary to use this knowledge in an 

intelligent way in order to obtain the optimization and practicality of the control system as much 

as possible. One simple expert control system is shown in Figure 1-3. 



 

10 

 

 

Figure 1-3 Expert control. 

 

Expert systems generally consist of a knowledge base, an inference engine, an explanation 

mechanism, and a knowledge acquisition system. The knowledge base is used to store the 

empirical knowledge, principle knowledge, feasible operations and rules of experts in a certain 

field. The original knowledge can be modified and expanded through the knowledge acquisition 

system. The inference engine solves the current problem according to a certain inference 

strategy based on the system information and the knowledge in the knowledge base. The 

interpretation mechanism explains the knowledge found and provides a human-machine 

interface for the user. 

The characteristics of the expert control are as follows: 

1) With domain expert-level expertise, capable of symbol processing and heuristic reasoning.  

2) Have the ability to acquire knowledge, have flexibility, transparency and interaction. 

1.4 Temperature control in industrial process 

Temperature control is a common control object in industrial process control and accounts 

for a considerable proportion of industrial production energy consumption. There many areas 

where temperature control is required and different industries have different requirements for 

temperature control. The quality of temperature control directly affects the quality and 

production efficiency of industrial products. For example, in the beer fermentation process, the 

proper temperature can greatly increase the speed of beer fermentation and improve production 

efficiency, the product distillation process requires a higher temperature. Different products 
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may be obtained at different temperatures. The stable temperature can not only speed up the 

product separation process, but it can also increase the purity of the product. Improving the 

temperature control of the heating furnace in steel rolling will not only reduce energy 

consumption, improve production efficiency, but also reduce the occurrence of defective 

products in steel rolling. 

In short, temperature control is one of the most important control objects in industrial 

processes. Improving the performance of temperature process control is of great significance to 

industrial production. 

The characteristics of temperature control are as follows: 

1) Large inertia: Inertia is a property that anything has to maintain its original motion or static 

state. The inertia of a thing is often related to its quality and its nature. Temperature is a 

manifestation of the intensity of the molecular motion of an object. It is often because of the 

slower heat transfer and its larger range of action. It is not easy to change its original 

temperature, that is, it shows large inertia. 

2) Non-linearity: Non-linearity is a situation where the input and output are not proportional. 

Temperature and energy are in a linear relationship, but the temperature change is often due to 

different fuel combustion values, changes in the composition of the heated object or uneven 

heat dissipation and heating factors, which presents an uncertain characteristic of the 

relationship between the temperature change and the input given quantity, that is, nonlinear 

features 

3) Large time lag: Because the control of temperature is often not the control of one point of 

temperature, but the control of the whole thing or a wide range of temperature, the process of 

temperature rise is often a process from local to overall, so from heating to temperature, the 

change often takes a certain time, that is, the temperature change has a large lag. 

Due to these features of temperature control, coupled with different control objects, 

difference control accuracy and control requirements, the method of temperature control is also 

different. The conventional control method is PID control, in order to improve the adaptive 

range of PID control, fuzzy control and PID control method are combined to generate the fuzzy 

PID control algorithm. In order to improve the robustness of the controller and the adaptability 
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when the model is changed, a predictive control algorithm can also be introduced. For control 

objects with coupling effects, decoupling compensation can be applied to reduce the influence 

between coupling terms. For large time lags. Smith predictive compensation can also be used 

for control. 

In this research, focused on the temperature control system, two main advanced control 

methods will be proposed: 1) Model-based Pole-Zero cancellation method for the multi-point 

temperature control system. 2) Model-Free reference model-based artificial neural network 

control method for the temperature control system with large time lag. 

1.5 Main objective 

This study will focus on the application of advanced control methods and its application in 

temperature control systems, and can be mainly divided into two parts: 1) Model-Based Pole-

Zero Cancellation Control Method for Multi-point temperature control system. 2) Model-Free 

Reference-Model-Based Neural Network Method for temperature control system with large lag. 

The entire thesis can be divided into four chapters. 

Chapter 1: Introduction. In this chapter, a brief overview of the advanced control and its 

historical development is introduced. The models of the industrial processes and their 

characteristics are presented. The intelligent control method and the overview of its main areas 

are introduced. At last, the temperature control system characteristics and difficulties in 

temperature control are performed. 

Chapter 2: The Model-Based Pole-Zero Cancellation method for multi-point temperature 

control system is introduced including system identification, parameter autotuning, decoupling 

compensation and pole-zero cancellation control. The presentation flows through theoretical 

analysis and system simulation to real process experiments. Both simulation and experimental 

results are finally compared to the conventional PI control system to verify the efficiency of the 

proposed method. 

Chapter 3: The Model-free reference-model-based artificial neural network control method 

for temperature control system with large time lag is introduced. The systematical introduction 

of several neural network types is done and the simulations are carried out to evaluate the 
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control efficiency of the proposed method. The experiments are carried out on a DSP based 

temperature control platform. The results are compared to the conventional I-PD control system 

to verify the control efficiency of the proposed method. 

Chapter 4: The research content of this topic is summarized, and the remaining problems are 

pointed out, which lays the foundation for further research in the future. 
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Chapter 2  

Pole-Zero Cancellation Method for MIMO 

Temperature Control System 

2.1 Experimental setup 

Before the control method is designed and applied, the experimental setup needs to be 

introduced first. The designed method will be applied to the experimental setup shown in Figure 

2-1. It includes a digital signal processor (DSP) as the temperature controller. The system has 

four coupled channels. Each channel has two independent heaters and one temperature sensor. 

The temperature sensor transforms the temperature (0-400degree Celsius) into an output 

voltage (0-10VDC). The heaters are controlled by the solid-state relay (SSR has shown in 

Figure 2-1), and the SSR is driven by pulse width modulation (PWM) signals. The temperature 

can be controlled through the duty ratio of the PWM signals. 

  
(a) Front view (b) Rear view 

Figure 2-1 Experimental setup. 

2.2 System identification 

In order to realize precise temperature control by the model-based advanced control method, 

the mathematical model of the control object needs to be obtained, thus, the system 

identification needs to be carried out. 
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2.2.1 System identification methods 

System identification is based on the input and output time functions of the system to 

determine the mathematical model describing the behavior of the system. It is a branch of 

modern control theory. The main problem of analyzing the system is to determine the output 

signal according to the input time function and the characteristics of the system. The 

conventional system identification methods can be divided into three categories: 

1). Step response method: This method generally refers to the output (response) of the 

system when the input is a step function in units. 

2). The least-squares (LS) method: This method is a conventional data processing method. 

But because the least-squares estimation is non-uniform and biased, so in order to 

overcome its shortcomings, there have formed a number of identification methods based 

on the least-squares method. 

3). Maximum likelihood method: The maximum likelihood method (ML) has very good 

performance for special noise models, and has good theoretical guarantees. But the 

calculation cost is large, and may get the local minimum of the loss function. 

2.2.2 Step response system identification method 

For our control object, the temperature system is a non-linear and time-continuous system, 

thus, the step response system identification method has been introduced. The theoretical of the 

step response identification is performed as follows. 

In general, the numerator and denominator of the transfer function of a closed-loop system 

are polynomial of s, which can be written as Eq. (2-1) 

( )
( )

( )

1

1 1 0

1

1 1 0

m m

m m

n n

n n

C s b s b s b s b
s

R s a s a s a s a


−

−

−

−

+ + + +
= =

+ + + +
 (2-1) 

The Eq. (2-1) can be expressed as the product of the following factors as Eq. (2-2). 



 

18 

 

( )
( )

( )

( )

( )

1

1

m

i

i

n

i

i

K s z
C s

s
R s

s s

 =

=

−

= =

−




 (2-2) 

In practical control systems, all closed-loop poles are usually different. Therefore, when the 

input is a unit step function, the output can be expressed as Eq. (2-3) 

( )
( )

( ) ( )
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2 2

1 1
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2

m

i

i

q r

j k k k

j k

K s z

C s
s
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

 
 (2-3) 

Where q and r satisfy the relationship as shown in Eq. (2-4). 

2q r n+ =  (2-4) 

In the equation, q is the number of real poles, r is the logarithm of conjugate complex poles. 

Assuming that 0<ζ<1, extend Eq. (2-3) into the partial fractions as Eq. (2-5): 

( ) 0

2 2
1 1 2

q r
j k k

j kj k k k

AA B s C
C s

s s s s s  = =

+
= + +

− + +
   (2-5) 

Assuming that all initial conditions are zero, inverse Laplace transform of Eq. (2-5) can be 

used to obtain the unit step response of higher-order systems as shown in Eq. (2-6). 
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 
 

 
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 


 (2-6) 

From Eq. (2-6), the time response of the higher-order system is composed of the time 

response function terms of the first-order system and the second-order system. At the same time, 

Eq. (2-1) can be written as Eq. (2-7). 
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(2-7) 

According to this equation, a high order system can be decomposed into Figure 2-2. 

 

Figure 2-2 Decomposition of higher-order linear system model. 

To sum up, an estimation model of a higher-order system can be obtained by paralleling 

several first-order and second-order typical links, and the step response of the parallel model is 

used to approximate the step response of the actual system, thereby obtaining the mathematical 

model of the actual system. 

Furthermore, the third-order and lower-order estimation models are combined through first-

order and second-order typical links and the shape of the decomposition curve of the system 

model is adjusted by adjusting parameters to continuously approximate the step response of the 

higher-order system. The step response of the original high-order system is small compared to 

the error. Depending to the input and output characteristics, it can reflect the overall 
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characteristics of the original system. So that the third-order and lower-order systems can be 

used to equivalent high-order systems to find the transfer function. 

2.2.3 Time domain analysis of linear systems 

The evaluation of control system performance is divided into dynamic performance 

indicators and steady-state performance indicators. The dynamic performance indicators can 

reflect the response speed and damping range of the system, while steady-state performance 

indicators can reflect the control accuracy and anti-disturbance ability of the system. In practical 

applications, the commonly used dynamic performance indicators are mostly rising time tr, 

which is a measure of the response speed of the system, overshoot δ% that evaluates the degree 

of damping of the system. The adjustment time ts is a comprehensive index that reflects both 

the response speed and degree of damping.  

2.2.3.1 First-order systems 

A typical first-order system can be expressed as Eq. (2-8). 

( )=
1

K
G s

Ts +
 (2-8) 

The steady-state gain K determines the steady-state response value, and the time constant T 

determines the step response speed. The larger T is, the slower the response and the longer the 

rising time. 

2.2.3.2 Identification method for first-order system 

From Eq. (2-8), the system identification algorithm for the first-order system is as follows: 

1) Steady-state gain K 

( ) ( )0K y y=  −  (2-9) 

In this equation, y(∞) represent the steady-state value of the step response and y(0) represents 

the initial value. 
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2) Time constant T 

Next, we need to find the coordinate point on the step response curve when the output 

changes to 95% of the final value. Its corresponding time is the adjustment time, which 

according to the dynamic performance index of the first-order system, it is known that ts is three 

times of T, thus time constant T can be obtained as: 

3

stT =  (2-10) 

2.2.3.3 Verification of identification accuracy 

In order to verify the identification method of the first-order system, the simulation has been 

carried out. Assuming that the identified system transfer function is as Eq. (2-11): 

5
( )

100 1
P s

s
=

+
 (2-11) 

A step signal is applied at the initial moment of the simulation, the simulation result is shown 

in Figure 2-3 and the identified system transfer function is as Eq. (2-12), the fitness is defined 

as the squared error between the system response and the identified system response. 

 
Figure 2-3 Identification result of first-order system. 

5
( )

99.973 1
P s

s
=

+
 (2-12) 
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2.2.4 System identification of first-order plus time delay 

2.2.4.1 Identification algorithm 

In the temperature control system, the dead time is very large and can’t be ignored, thus the 

above identification method needs to be improved. The typical identification structure of a 

linear plus delay time system is shown in Figure 2-4. 

 
Figure 2-4 Typical identification structure of open-loop plant. 

 

A linear single input single output system with pure delay time can be described as follows: 

( ) ( ) ( ) ( ) ( )n m

n ma y t b u t e t= − +  (2-13) 

  ( )1 1

1 0,
n

n n na a a a R
 +

−=   (2-14) 

  ( )1 1

1 0,
m

m m mb b b b R
 +

−=   (2-15) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 0 1 1
,

n n n n
y t y t y t y t R

−  + = 
 

 (2-16) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 0 1 1
,

m m m m
u t u t u t u t R   

−  + − = − − − 
 

 (2-17) 

Where, y(i) and u(i) respectively indicate the ith order differentials of y and u, e(t) is the error 

term. Perform the Laplace transform at both sides of the above equation, the Eq. (2-18) can be 

obtained. 

( ) ( ) ( )1

1e +n m s n

n m na s Y s b s U s c s E s− −

−= +  (2-18) 

Y(s), U(s) and E(s) are the Laplace transform of y(t), u(t) and e(t), respectively. And at the 

same time the following equation can also be obtained as is shown in Eq. (2-19): 

( ) ( ) ( )1

1e +n m s n

n m na s Y s b s U s c s E s− −

−= +  (2-19) 

The element cn-1 captures the initial conditions and is defined as: 

  1

1 1 2 0, n

n n nc c c c R 

− − −=   (2-20) 
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( ) ( )1
0 , 1

n

n i ic h y i n
−

− = =  (2-21) 

( )1 1

(i 1)0
n i n

i n nh a a R
 − 

− −
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 

 (2-22) 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 2
0 0 , 0 0

T
n n n

y y y y
− − − =

 
 (2-23) 

A filter with dynamic integration and order lag term is introduced to form an iterative 

algorithm to estimate model parameters and pure lag time simultaneously. The filter used in this 

paper has the following form of transfer function as shown in Eq. (2-24): 

( )
( )
1

P s
sA s

=  (2-24) 

Among them, A(s) is the denominator of the process transfer function. The function of the 

integration link is to decouple the pure lag from the dynamic parameters of the model. The 

function of the 1/A(s) term is to avoid the direct differential effect of the noise signal. Add the 

filtering terms P(s) on both sides of Eq. (2-24), and get the formula as Eq. (2-25). 

( ) ( ) ( ) ( ) ( ) ( ) ( )1

1e +n m s n

n m na s P s Y s b s P s U s c s P s E s P s− −

−= +  (2-25) 

Using partial fraction expansion, the filter's transfer function can be expanded as follows: 

( )

( )

( )
1 1C s

sA s A s s
= +  (2-26) 

Among them, 𝐶(𝑠) = −(𝑎𝑛𝑠
𝑛−1 + 𝑎𝑛−1𝑠

𝑛−2 +⋯𝑎1), defining that 𝑌𝐼(𝑠) = 𝑌(𝑠)/𝐴(𝑠) , 

𝑌(𝑠) = 𝑌(𝑠)/𝐴(𝑠), use the same notation for U(s) to transform the estimated equations into 

standard least squares form: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1

0 1e eI n m s I s n
n m nY s a s Y s b s U s b C s U s U s c s P s s  − − − − −

−
 = − + + + + +   (2-27) 

Where na  is an removes the last item, 
mb is bm removes the last item, and 1 m

mb R   

For the step input, if the step amplitude is h, that is u(t) = ur(t) – uss = h, we can obtain Eqs. 

(2-28) and (2-29), respectively: 

( )
h

U s
s

=  (2-28) 

( )
( )

( ) ( )
( )

U s h
U s hP s

A s sA s
= = =  (2-29) 
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Introduce Eqs. (2-28) and (2-29) into Eq. (2-27), the Laplace domain prediction equation can 

be obtained as Eq. (2-30). 

( ) ( ) ( ) ( )   ( ) ( )1 1 1

0 1

nI m n
n m c ny t a y t hb P t b hP t h t c P t t   

− − −

−
 = − + − + − + − + +   (2-30) 

The Pn(t) is defined as follows: 

( ) ( ) ( ) ( )1 1

0

T nn

nP t P t P t R
 +

=     (2-31) 

( ) ( )1 i

iP t L s P s−  =    (2-32) 

( )
( )1I

P s
P t L

s

−
 

=  
 

 (2-33) 

( ) ( ) ( )1

cP t L P s C s−=     (2-34) 

For the step input [ ]h t ht h − = −  , substituting the above formula to Eq. (2-30), the 

estimated equation in the form of least squares can be obtained as Eqs. (2-35) and (2-36), 

respectively. 

( ) ( ) ( ) ( ) ( )
1 1 1

0 1

nI m n
n m ny t a y t hb P t b h c P t t  

− − −

+ −= − + − − + +  (2-35) 

( ) ( ) ( )1 1 ,
T

m m

cP t P t P t t  − −

+
 − = − − +   (2-36) 

Equivalent definition the following equation. 

( ) ( ) ( )t t t   = +  (2-37) 

Among that: 

( ) ( )It y t =  (2-38) 

( ) ( ) ( ) ( )1 1 1, , ,
T

n m nt y t hP t h P t 
− − −

+
 = − − −
 

 (2-39) 

0 1, , ,n m na b b c  −
 =
   (2-40) 

When t = tk, k= 1, 2, … , N, N is the length of the data, thus, Eq. (2-37) can be transferred as 

Eq. (2-41). 

  =  +  (2-41) 

The whole iterative algorithm steps are as follows: 

Step 1: Initialize. Choosing the initial parameters A0(s) and δ0. 
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Step 2: Least-squares iteration. Build   and   at time i = 1, substituting A0(s) and δ0 

into A(s) and δ to obtain the estimated parameters as Eq. (2-42): 

( )
1ˆLS T T
−

=      (2-42) 

Let 1 LS=  , we can get 
1( )A s , 

1( )B s , and 
1 . 

Step 3: Auxiliary variable iteration. When i = i + 1, build   ,    and   , using the 

1( )iA s−
 , 

1( )iB s−
  and 

1i −
  to replace A(s), B(s) and δ, the auxiliary variable estimated 

parameters can be obtained as Eq. (2-43). 

( )
1ˆLS T T  
−

=    (2-43) 

Repeat this step until 
iA  and 

i  achieve convergence. 

Step 4: Termination. When
iA  and 

i achieve convergence, the dynamic parameters and 

pure lag time can be obtained. 

2.2.4.2 Verification of identification accuracy 

To verify the identification efficiency, the simulation of the first-order plus pure delay time 

system identification has been carried out, the simulation model is set the same as before, and 

10 s pure delay time has been added into the system. The model is expressed as Eq. (2-44). 

105
( )

100 1

sP s e
s

−=
+

 (2-44) 

The simulation result is shown in Figure 2-5, and the identification result is as Eq. (2-45). 
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Figure 2-5 Identification result of FOPTD system. 

10.0355
( )

99.942 1

sP s e
s

−=
+

 (2-45) 

The fitness between the simulation model and the identified model is 99.83%. Thus, the 

efficiency of the system identification method has been verified. 

2.2.5 System identification of MIMO experimental setup 

After the identification method has been successfully verified, the method has been 

introduced into the real plant identification. The condition of the step response identification is 

shown in Table 2-1. 

Table 2-1 Step response identification conditions 

Sampling period 0.1s 

Input duty 30% 

Analog LPF 10Hz 

Digital LPF 0.1Hz 

Room temperature 25degree Celsius 

Air conditioner 25degree Celsius 

The 4 channels single input single output (SISO) identification results are shown in Figures 

2-6 to 2-9. 
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Figure 2-6 SISO identification of Ch1. Figure 2-7 SISO identification of Ch2. 

  

Figure 2-8 SISO identification of Ch3. Figure 2-9 SISO identification of Ch4. 

 

The transfer function is described as the first-order plus time delay (FOPTD), and the 

identified plant can be obtained as Eqs. (2-46), (2-47), (2-48) and (2-49). 

25
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1211 1

sP = e
s

−

+
  (2-46) 

25
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+
 (2-47) 

25

33
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1639 1

sP = e
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−

+
 (2-48) 

10

44

4.38

794 1

sP = e
s

−

+
 (2-49) 

Also, due to the system being under strong coupling effects, all the channels are influenced 
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by the other channels, thus, the identification result with coupling effects has been obtained as 

Eq. (2-50). 
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2.3 PI control of SISO system 

2.3.1 PI controller design 

Based on the identified plant model, the closed-loop control system for SISO system has 

been designed, and the PI controller is designed by the transfer function method that sets the 

cross over bandwidth as 400s. 

The SISO compensation for each channel is explained as follows. 

2.3.2 SISO control system for channel 1 

Based on the transfer function of P11(s), the PI compensator for Ch1 can be expressed as Eq. 

(2-51). 
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The bode diagram of the closed-loop system is shown in Figure 2-10, where the bandwidth 

of the system is 400s. The step response for the closed-loop system from 0degree Celsius to 

100degree Celsius is shown in Figure 2-11. 
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Figure 2-10 Bode diagram of closed-loop Ch1. Figure 2-11 Step response of Ch1 closed-loop. 

2.3.3 SISO control system for channel 2 

Same as the Ch1 closed-loop compensation, the PI compensator for Ch2 is expressed as Eq. 

(2-52). 
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The bode diagram of the closed-loop system is shown in Figure 2-12, where the bandwidth 

of the system is 400s. The step response for the closed-loop system from 0degree Celsius to 

100degree Celsius is shown in Figure 2-13, the step response of Ch2 is same as that of Ch1. 

  
Figure 2-12 Bode diagram of closed-loop Ch2. Figure 2-13 Step response of Ch2 closed-loop. 

2.3.4 SISO control system for channel 3 

The PI compensator for Ch3 is designed as Eq. (2-53). The bode diagram and the step 
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response result from 0degree Celsius to 100degree Celsius are shown in Figures 2-14 and 2-15, 

respectively. 
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Figure 2-14 Bode diagram of closed-loop Ch3. Figure 2-15 Step response of Ch3 closed-loop. 

2.3.5 SISO control system for channel 4 

The PI compensator for Ch4 is designed as Eq. (2-54). The bode diagram and the step 

response result from 0degree Celsius to 100degree Celsius are shown in Figures 2-16 and 2-17, 

respectively. 
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Figure 2-16 Bode diagram of closed-loop Ch3. Figure 2-17 Step response of Ch3 closed-loop. 
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To sum up, after setting the same bandwidth of the closed-loop systems of the four channels, 

the step responses of these channels are almost the same. 

2.3.6 Experimental verification of SISO control system 

Although the simulation results of the step response have successfully evaluated the control 

efficiency, the experiment still needs to be carried out to verify the control efficiency for the 

further step.  

In the experiment, we choose Ch1 for the SISO experiment, the step response is set from 

room temperature (23degree Celsius) to 40degree Celsius, the response result is compared to 

the simulation result with the same step response, as is shown in Figure 2-18, and the control 

input (MV) of Ch1 is shown in Figure 2-19. 

  

Figure 2-18 Experimental step response of Ch1. Figure 2-19 Control input (MV) of Ch1. 

 

From the result, the experimental result is almost the same as the simulation, both the step 

response and the control input. However, the experimental result has the 60s repeated vibration, 

this is due to the connection noise that has been proved later. 

Next, we speed up our compensation response by shortening the bandwidth of the closed-

loop system to 40s, 10 times the bandwidth of normal PI compensation. The results of step 

response and control input are shown in Figures 2-20 and 2-21, respectively. 
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Figure 2-20 Step response of 10 times PI. Figure 2-21 Control input (MV) of 10 times PI. 

 

From the results, the speed of the step response has been improved, but there remains a little 

overshoot, about 3degree Celsius. And the control input has dropped below 0, which makes no 

sense in this system and course the overshoot. Still, besides the overshoot, the control efficiency 

has been evaluated. 

Thus, from the experiment result, we can state that the SISO compensation has been 

successfully verified. 

2.4 PI control of MIMO temperature control system 

In this section, the MIMO compensation based on the designed PI control above will be 

performed. The multi-point system has been simplified as a two-inputs two-outputs system, 

thus, Ch1 and Ch3 are chosen to combine the MIMO system. The controller is the same as the 

SISO closed-loop compensation system.  

In the MIMO compensation system, the analysis will focus on the transient response and 

temperature difference between the chosen channels. Also, due to the system working under 

strong coupling effectiveness, the MIMO compensation will be divided into two steps. Step 1: 

MIMO compensation without decoupling. Step 2: MIMO compensation with decoupling. 

2.4.1 MIMO control without decoupling compensation 

The structure of conventional MIMO (2 channels) is shown in Figure 2-22. Where C11 and 

C33 are the controllers of Ch1 and Ch3, respectively.  
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Figure 2-22 Structure of convention MIMO without decoupling control. 

 

According to the identification results above, the transfer plant model with coupling can be 

expressed as Eq. (2-54), each factor is represented by FOPTD. P11 is defined as Ch1 while P33 

is defined as Ch3, P13 and P31 are defined as the coupling terms between these two channels. 

25 125

11 13

150 3031 33

4.52 1.91

1211 1 5848 1
( )

1.67 4.34

3984 1 1639 1

s s

s s

e e
P P s s

P s
P P

e e
s s

− −

− −

 
   + +

= =   
   

 + + 

 (2-54) 

In experiments, the reference value is set as 30degree Celsius, thus a step from room 

temperature (about 22degree Celsius) to 30degree Celsius reference has been added to the 

system, and the results have been compared to the simulation under the same conditions. The 

step response of these two channels is shown in Figure 2-23, while the control input is shown 

in Figure 2-24. 

  

Figure 2-23 Step response of Ch1 and Ch3. Figure 2-24 Control input of Ch1 and Ch3. 
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To evaluate the control efficiency, the temperature difference and mean temperature are 

shown in Figures 2-25 and 2-26, respectively 

  
Figure 2-25 Temperature difference. Figure 2-26 Mean temperature of Ch1 and Ch3. 

 

Also, with the same reference value, the experiments of the 10 times PI compensation are 

carried out, and the simulations are done under the same condition. The results of system 

response and control input are shown in Figures 2-27 and 2-28, respectively. The result of the 

temperature difference and mean temperature of these two channels are shown in Figures 2-29 

and 2-30, respectively. 

  

Figure 2-27 DIDO response with 10 times PI. Figure 2-28 Control input of 10 times PI. 

  

Figure 2-29 Temperature difference of 10 times PI. Figure 2-30 Mean temperature of 10 times PI. 

 

The analysis of the experiment result is focused on the transient response and maximum 

temperature difference between these two coupled channels, which could be divided into two 
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phases. Phase 1: Transient response, from the result, both normal PI compensation system and 

10 times bandwidth PI compensation system have a similar response compared to the 

simulation results, although the 10 times bandwidth PI compensation system has a little 

overshoot in both two channels. Phase 2: Maximum temperature difference, the absolute value 

of the maximum temperature difference between these two channels is about 2degree Celsius, 

while the normal PI compensation is a little smaller than the 10 times bandwidth PI 

compensation system but not so clarified, this phenomenon is caused by the coupling terms 

between these two channels. Thus, it can be stated that the coupling effect needs to be 

compensated. 

2.4.2 MIMO control system with decoupling compensation 

Due to the problems caused by the coupling terms, the decoupling compensation needs to be 

introduced into the MIMO temperature control system. The structure of MIMO system with 

decoupling compensation is shown in Figure 2-31, Where C13 and C31 are the decoupling 

compensators of Ch3 and Ch1, respectively. And after the decoupling compensation, the 

equivalent system is shown in Figure 2-32. 

  
Figure 2-31 Structure of decoupling compensation. Figure 2-32 Equivalent system compensation. 

 

Thus, to compensate for the coupling effect, the compensator C13 and C31 can be expressed 

as Eqs. (2-55) and (2-56), respectively. 

1

13 13 11C P P −=   (2-55) 

1

31 31 33*C P P −=  (2-56) 
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2.4.2.1 Design of decoupling compensators 

There remain three kinds of compensators that are designed for the decoupling compensation. 

1) Full state compensation 

In this method, the compensation of the decoupling considers the steady-state gains, time 

constants and pure delay time of both channel plants and the coupling terms. Thus, the 

decoupling compensators C13 and C31 can be designed as Eqs. (2-57) and (2-58), respectively. 

Where K13 and K11 respectively indicate the steady-state gain of Ch1 and coupling term P13, 

while T11 and T13 indicate the time constant of Ch1 and P13. The delay time of each plant can 

be indicated as L11 and L13, respectively. 
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2) High-frequency gain plus delay time compensation 

In this method, only the high-frequency gain and delay gain are considered, thus the 

compensators C13 and C31 can be expressed as Eqs. (2-59) and (2-60), respectively. 
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3) High-frequency gain compensation 

This is the simplest compensation, only the high-frequency gain is considered, the delay time 

can’t be compensated. In this way, the compensators C13 and C31 can be expressed as Eqs. (2-

61) and (2-62), respectively. 
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2.4.2.2 Experiment verification 

After the decoupling compensation has been designed, the experiments need to be carried 

out to verify the effectiveness of the decoupling compensation. In the experiments, the simplest 

decoupling compensation which only considers the high-frequency gain is used. The 

compensators C13 and C31 are calculated as Eqs. (2-63) and (2-64), respectively. 

13 0.0875C =  (2-63) 

31 0.158C =  (2-64) 

The experiments are divided into two steps. Step 1: The normal PI control with decoupling 

compensation. In this experiment, the PI controllers are the same as the controllers designed 

before which has a bandwidth of 400s. Step 2: 10 times bandwidth PI control with decoupling 

compensation. The step response and control input of step 1 is shown in Figures 2-33 and 2-34, 

respectively. While the temperature difference between these two channels and the mean 

temperature of these two channels are respectively shown in Figure 2-35 and 2-36. 

  

Figure 2-33 DIDO with decoupling compensation. Figure 2-34 Control input. 

  
Figure 2-35 Temperature difference. Figure 2-36 Mean temperature. 

 

Figures 2-37 and 2-38 show the results of the step response and control input of step 2 with 
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10 times bandwidth PI control, respectively. And the temperature difference between these two 

channels and the mean temperature of them are shown in Figures 2-39 and 2-40, respectively. 

  

Figure 2-37 Result of 10 times PI. Figure 2-38 Control input of 10 times PI. 

  

Figure 2-39 Temperature difference of 10 times PI. Figure 2-40 Mean temperature of 10 times PI. 

 

From these results, the analysis is focused on the transient response and temperature 

difference. For the transient response, although the experimental results are similar to those of 

the simulations, there still remains a little overshoot in the results of 10 times PI control with 

decoupling compensation. For the temperature difference, both the absolute maximum value of 

the two-step experimental results is about 1.5degree Celsius, a little improved compared to the 

former experimental results without the decoupling compensation. Thus, compensation 

effectiveness has been successfully evaluated. 

2.5 Pole-zero cancellation method for MIMO temperature control 

system 

To solve the dead (delay) time and coupling influence of the MIMO temperature control 

system, based on the previous research, only decoupling compensation may not fully 

compensate for the effect of the coupling term and other influence between the channels. Hence, 
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we propose a new advanced control method for the MIMO temperature control system with the 

pole-zero cancellation method to improve the transient response of each point without any 

overshoot and to reduce the temperature difference between multi-points at the same time. 

Figure 2-41 shows the block diagram of the proposed MIMO control system. For simplicity of 

design and explanation, the controlled object is considered as a two-inputs two-outputs 

temperature system. In the figure, r1 and r2 indicate the reference of the MIMO system while 

y1 and y2 are the output temperature, respectively. The control system configuration can be 

divided into five parts: Part 1 describes the simplified controlled objects; Part 2 will somewhat 

compensate the coupling effect and dead time difference of the two channels; Part 3 will 

introduce the pole-zero cancellation with reference model to convert the complex system to 

almost equal to the reference model; Part 4 is the main controller of the system; Part 5 indicates 

the anti-wind-up compensation that will not only compensate for the saturation of the control 

input but also ensure the uniformity of the temperature by setting difference maximum 

saturation. 

 

Figure 2-41 Block diagram of pole-zero cancellation for two-input two-output system. 

2.5.1 Part 1: MIMO plant with coupling effect 

The control system is designed based on a multi-input multi-output (MIMO) temperature 

system with a strong coupling influence. The schematic block diagram of the coupled system 

is shown in Figure 2-42, where u1 and u2 are defined as the inputs of Ch1 and Ch2, respectively. 

In addition, y1 and y2 indicate the output of Ch1 and Ch2, respectively. The coupling terms 
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between the two channels are obtained as P21 and P12, respectively. 

 
Figure 2-42 Block diagram of coupled system. 

2.5.2 Part 2: Compensation for dead time difference and coupling 

In this paper, the controlled objects can be defined as a first-order plus time delay (FOPTD) 

system, shown as Eq (2-65), and can be approximated to Eq. (2-66) based on the Pade 

approximation method, which leads to ease of dead-time compensation. Considering the 

characteristic of the transient response of the temperature system, there is a difference in the 

delay time d between the multipoint temperature outputs. As a result, a temperature difference 

remains in the outputs of different channels.  
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Same as the delay time difference, since the coupling influence also affects the temperature 

of both channels, compensation of the coupling term needs to be introduced, the same as already 

introduced above. 

In this method, a matrix gain compensation method has been introduced to compensate delay 

time difference and coupling effects together. Taking Gp as the system characteristic matrix, 

including the coupling and delay time gain of the system. The compensation of the Gp based on 

the inverse of the matrix Gp
 -1, the matrix can be obtained by giving the step signal to the two 

channels one by one after natural cooling. The measurement method of the characteristic Gp for 

the MIMO-controlled object is shown in Figure 2-43. 
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Figure 2-43 System matrix gain Gp identification. 

 

Thus, the matrix gain Gp can be calculated as Eq. (2-67), and the delay time difference and 

coupling compensator Gc can be obtained as Eq. (2-68) by the inverse of the Gp.  
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For this compensation gain matrix Gc, it can somewhat compensate delay time difference and 

coupling influence together, therefore, the temperature difference can be reduced. 

2.5.3 Part 3: Pole-zero cancelation with feedforward reference model 

As introduced above, after the matrix compensation, the MIMO-controlled object can be 

treated as a non-interference system, therefore the feedforward reference model with pole-zero 

cancellation is designed for this system. The block diagram and the simplified system are shown 

in Figure 2-44, where the F1 and F2 are reference models which can provide an expected 

response reference for the controlled systems, by using this, after the pole-zero cancellation, 

the system can be equaled as the reference model. In addition, uF1 and uF2 are the inputs of two 
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channels, respectively, while y1 and y2 indicate the outputs of Ch1 and Ch2 respectively. The F1 

and F2 can be designed as Eqs. (2-69) and (2-70), respectively, and the order of the controllers 

is decided by the inverse of the plant transfer function (in this paper 1st order). In this proposal, 

to make it easy for the design of the controllers, F1 and F2 are designed as F1 = F2, thus, w1 = 

w2.  

1
1

1

F
s




=

+
  (2-69) 

2
2

2

F
s




=

+
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Figure 2-44 Block diagram of feedforward reference model with pole-zero cancellation and simplified 

system. 

2.5.4 Part 4: PID controller design 

In part 3, defining the equivalent plant as F1 = F2, the same PID controllers can be designed 

(CPID1 = CPID2). Hence, one of the most important factors is the stability of the controller, and 

there have already existed several methods for controller stability analysis. However, the PID 

controller in this proposed system is designed based on the Ziegler-Nichols method (step 

response tuning method), where the stability has been ensured. The PID control system diagram 

is shown in Figure 2-45. 
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Figure 2-45 Block diagram of PID control system. 

2.5.5 Part 5: Anti-wind-up compensation for control input saturation 

In system design, the control inputs u1 and u2 are under a saturation from 0 to umax, thus, to 

improve the effectiveness of the controller, the anti-wind-up compensation has been added to 

the control loop. The structure of the anti-wind-up compensation is shown in Figure 2-46. In 

addition, due to the difference transient response characteristics of the two channels, the 

relationship between these two channels is as Eq. (2-71), where umax1 and umax2 indicate the 

maximum saturation of Ch1 and Ch2, respectively, K11 and K22 indicate the steady-state gain of 

Ch1 and Ch2, respectively. By setting this, it can somewhat make the two channels’ response 

be precisely the same even the controllers are working under the saturation. 

11
max1 max 2

22

K
u u

K
=   (2-71) 

 

Figure 2-46 Structure of anti-wind-up compensation. 
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2.5.6 Simulation results 

In the simulation, the control object P(s) of the MIMO temperature system is defined as a 

two-input and two-output vectors as Eq. (2-72), which is identified by the step response method, 

and Ch1 and Ch2 are chosen to build this two-input and two-output system. 
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 (2-72) 

Each factor is represented by FOPTD, in which the parameters are calculated by the step 

response system identification method, the factor (1,1) can be defined as Ch1 while the factor 

(2,2) can be defined as Ch2. Figure 2-47 shows the setpoint tracking results for the control 

inputs and temperature outputs for the system obtained using the conventional PI control 

method. 

 
Figure 2-47 Tracking results for conventional PI control. 

 

Figure 2-48 shows the temperature difference, (y1 - y2), and the mean temperature, (y1 + y2)/2. 

As is shown in Figure 2-48, the overshoot of the mean temperature reaches 45%, and the 
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maximum temperature difference becomes 23degree Celsius.  

 
Figure 2-48 Mean temperature and temperature difference results for conventional PI control. 

 

On the other hand, the set point tracking results of the proposed pole-zero cancellation 

method are shown in Figure 2-49, and Figure 2-50 shows the mean temperature and temperature 

difference, where there is no overshoot of the mean temperature, and the maximum temperature 

difference is also controlled to 8degree Celsius. 

 

Figure 2-49 Tracking results for proposed pole-zero cancellation method. 
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Figure 2-50 Mean temperature and temperature difference results for proposed pole-zero cancellation 

method. 

2.5.7 Experimental results 

Experiments with the proposed pole-zero cancelation control method were carried out using 

parameter values identical to those used in the simulation. the control objects can be identified 

as Eq. (2-73). 
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 (2-73) 

According to the identified plant model, the two channels are under strong coupling effects, 

and with 50s delay time difference between them. 

The matrix compensator Gc is designed by only considering the steady-state gain of each part 

as Eq. (2-74). 

0.0979 0.0901

0.0901 0.0970
Gc

− 
=  

− 
 (2-74) 

After the matrix compensation, the feedforward reference models F1 and F2 can be designed 



 

47 

 

as Eq. (2-75). As introduced previously, the feedforward reference models F1 and F2 are 

designed to provide an expected reference response. In this proposal, to simplify the controlled 

system, the reference models are designed as F1 = F2. 
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+
 (2-75) 

Thus, the controllers of these two channels are designed by Ziegler-Nichols method (step 

response method), CPID1 = CPID2 as (12). 
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In the experiments, to verify the control efficiency of the proposed method, the results were 

compared to the well-tuned conventional PI control system and conventional PI plus decoupling 

compensation system. The experiments were carried out by controlling the temperature of the 

two channels from room temperature (24degree Celsius) to 100degree Celsius. The results of 

the conventional PI control are shown in Figure 2-51, while the results of the conventional PI 

plus decoupling compensation are shown in Figure 2-52, the experiment results of the proposed 

pole-zero cancelation method are shown in Figure 2-53. In addition, the results of the compared 

mean temperature and the temperature difference between the two channels are shown in Figure 

2-50. 

 
Figure 2-51 Experimental results of conventional PI control. 
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Figure 2-52 Experimental results of conventional PI plus decoupling compensation. 

 

Figure 2-53 Experimental results of proposed pole-zero cancelation control. 

 
Figure 2-54 Compared results of mean temperature and temperature difference. 
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From the experimental results, the well-tuned conventional PI control system has the fastest 

transient response, while the conventional PI plus decoupling compensation system has the 

slowest response. However, the conventional PI control has an overshoot of 8degree Celsius 

(8% of the reference value), and the conventional PI plus decoupling compensation has the 

biggest maximum temperature difference as 9degree Celsius (9% of the reference temperature). 

By introducing the proposed pole-zero cancelation method, the overshoot and the maximum 

temperature difference can be improved. As shown in the figures above, the transient response 

of the proposed pole-zero cancelation control system is as fast as the well-tuned conventional 

PI control system about 250s rising time while the PI plus decoupling compensation has almost 

1000s rising time. In addition, the proposed method has no overshoot, the maximum 

temperature difference has been reduced to 4degree Celsius (4% of the reference value), and 

quickly drops to 0degree Celsius, hence the temperature uniformity has been realized. 

2.5.8 Discussion 

In this proposal, compared to the conventional PI and PI plus decoupling compensation, the 

advantages of the proposed pole-zero cancellation method with feedforward reference model 

can be divided into two phases. Phase 1: The transient response has been improved to about 

250s rising time as fast as the well-tuned PI control, almost 750s shortened compared to the PI 

plus decoupling compensation, and no overshoot compared to the conventional PI control (8% 

overshoot); Phase 2: The maximum temperature difference between these two channels has 

been minified almost half that of PI plus decoupling compensation, and the temperature 

difference quickly goes down to zero compared to the conventional PI control, temperature 

uniformity has been realized. However, if the system has plant perturbation, the proposed 

method may not work as efficiently as expected. Otherwise if the poles and zeros are not 

correctly identified, the controlled system may have some certain deviations, including 

overshoot, unexpected transient response, etc. Therefore, online system identification method 

needs to be introduced in case of perturbed systems. 
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2.6 Conclusions 

In this chapter, the pole-zero cancellation method for the multi-point temperature control 

system has been introduced. Before that, the theoretical introduction of the system identification 

has been performed and applied to the real experimental setup. The PI controller of each channel 

has been designed based on the plant model obtained by the step response system identification 

method, and the SISO closed-loop control experiments have been carried out, the results were 

compared to those of simulation. Then the MIMO closed-loop control experiments have been 

carried out both without or with decoupling compensation, the results were compared of the 

simulation results. Finally, the proposed pole-zero cancellation method has been introduced and 

applied to the experimental setup, both simulations and experiments of the proposed pole-zero 

cancellation method have been carried out, and the results were compared to the conventional 

PI and gradient control system, the analysis of the results was focused on the transient response 

of both channel and the maximum temperature difference between the controlled two channels. 

The control efficiency of the proposed pole-zero cancellation method has been successfully 

verified through the comparison of the results. 
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Chapter 3  

Reference-Model-Based Artificial Neural Network 

Control Method for Temperature Control System 

Intelligent control, as an important development part of the modern advanced control field, 

can achieve automation via the emulation of biological intelligence. The combinations of the 

intelligent control field have already been introduced in Chapter 1. In this study, the artificial 

neural network is applied. 

3.1 Artificial neural network 

Artificial Neural Network (ANN) is a research hot spot that has emerged in the field of 

artificial intelligence since the 1980s. It abstracts the human neuron network from the 

perspective of information processing, establishes some simple model, and forms different 

networks according to different connection methods. In engineering and academia, it is often 

referred to as a neural network or neural networks. A neural network is a computing model that 

consists of a large number of nodes (or neurons) connected to each other. Each node represents 

a specific output function, called an activation function. The connection between every two 

nodes represents a weighted value for the signal passing through the connection, called the 

weight, which is equivalent to the memory of an artificial neural network. The output of the 

network varies depending on how the network is connected, the weight value and the excitation 

function. The network itself is usually an approximation of an algorithm or function in nature, 

or it may be an expression of a logical strategy. 

In the past ten years, the research work of artificial neural network has been continuously 

deepened, and great progress has been made. It has successfully solved many problems in the 

fields of pattern recognition, intelligent robots, automatic control, prediction and estimation, 

biology, medicine, and economics. The practical problems that modern computers are difficult 

to solve have shown good intelligent characteristics. 
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3.2 Advantages of artificial neural network 

The characteristics and advantages of artificial neural networks are mainly manifested in 

three aspects: 

1). Self-learning function. For example, when image recognition is implemented, only 

many different image templates and corresponding recognition results should be input 

into the artificial neural network first, and the network will slowly learn to recognize 

similar images through self-learning function. The self-learning function is particularly 

important for prediction. It is expected that artificial neural network computers in the 

future will provide economic forecasts, market forecasts, and profit forecasts for human 

beings, and their application prospects are very promising. 

2). Lenovo memory function. This kind of association can be realized with the feedback 

network of the artificial neural networks. 

3). Ability to find optimal solutions at high speed. Finding an optimal solution to a 

complex problem often requires a large amount of calculation. Using a feedback-type 

artificial neural network designed for a certain problem and using the computer's high-

speed computing capabilities, it may quickly find an optimal solution. 

3.3 Algorithm of artificial neural network 

In this section, the forward calculation and backpropagation algorithms of the neural network 

will be introduced. The forward algorithms will be introduced from the single-input single-layer 

neural network to the multi-input multi-layer neural network, while the backpropagation 

algorithm will focus on the multi-input multi-layer neural network. 

3.3.1 Single-input neuron 

The single-neuron is shown in Figure 3-1, where p is the scalar input of the neuron and w is 

the weight of the neuron, wp is the gradient value of the neuron and b is the bias of the neuron. 

f is the activation function of the neuron. Thus, the output of the neuron can be calculated as 
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Eq. (3-1). 

 

Figure 3-1 Single-Input neuron. 

( )a f wp b= +  
(3-1) 

 

Note that w and b are both scalar parameters of the neuron, and the activation function is 

chosen freely by the user and then the parameters w and b will be trained by some learning rules 

so that the relationship between input and output can reach some specific goal. The activation 

functions will be introduced later. 

3.3.2 Multi-input neuron 

Usually, the inputs of one neuron are more than one, that is, each neuron may have multi-

input signals. The typical structure of the multi-input neuron with R inputs is shown in Figure 

3-2, where the individual inputs p1, p2, p3, …, pn are respectively weighted by the corresponding 

elements w1, w2, w3, … , wn of the weight matrix W. 

 

Figure 2-3 Multi-input neuron. 

In this figure b is the bias of the neuron, and f is the activation function of the neuron. Thus, 

the neuron output can be expressed in matrix form and calculated as Eq. (3-2). 

( )a f Wp b= +  (3-2) 
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3.3.3 Multi-input multi-layer neural network 

Consider that in practical application, the multi-layer neural network performs better than the 

single-layer neural network, thus most of the control application will choose to use the multi-

input multi-layer neural network to improve the system performance. Take a three-layer neural 

network as an example, the calculation structure is shown in Figure 3-3, where the network has 

n input signals. W1, W2 and W3 indicate the weights of each layer, respectively. b1, b2 and b3 

respectively indicate the bias of each layer. f is the activation function of the neurons.  

 

Figure 3-3 Three-Layer Network. 

 

Thus, for a three-layer neural network, the output of the network can be calculated as Eq. (3-3). 

3 3 3 2 2 1 1 1 2 3( ( ( ) ) )a f W f W f W p b b b= + + +  (3-3) 

3.4 Activation functions of neural network 

The activation function is one of the most important parts in the neural network iteration, it 

can decide the learning speed and the output of each neuron. So, the correct choice of the 

activation function will have a direct impact on the performance of the neural network. Here 

three widely used activation functions are introduced. 

3.4.1 Sigmoid activation function 

As one of the earliest used activation functions in the neural network history, the sigmoid 

function takes any real value and squashes it into the range between 0 and 1. The mathematical 

expression of the sigmoid function is as Eq. (3-4). 
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1
( )

1
x

f x

e
−

=
+

 (3-4) 

From the equation, it is easy to see that the sigmoid is a smooth and differentiable function. 

The dynamic output curves of the sigmoid function and its differential are shown in Figures 3-

4 and 3-5, respectively. 

  

Figure 3-4 Sigmoid function output. Figure 3-5 Output of sigmoid differential function. 

 

As can be observed from the figures, the sigmoid function can saturate (produce extremely 

valued outputs) very quickly and for a majority of inputs. However, this may become a problem, 

due to it may lead to the gradients becoming either zero or diverging to an overflowing floating-

point value. These two problems are defined as vanishing gradient problem and exploding 

gradient problem, respectively. As a result, it is rare to apply the sigmoid in the neural networks 

other than at the output.  

3.4.2 Tanh activation function 

The tanh activation function is a cosmetically different variant of the sigmoid activation 

function. The tanh activation function can be expressed as Eq. (3-5). 

( ) tanh

x x

x x
f x x e e

e e

−

−

−
= =

+
 (3-5) 

Except the little bit of wrangling, the tanh can be convinced simply as a linear transform of 

the sigmoid function, the response of the tanh function and its differential are shown in Figures 

3-6 and 3-7, respectively. 
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Figure 3-6 Sigmoid function output. Figure 3-7 Output of sigmoid differential function. 

 

Notice that, the tanh function like the sigmoid is also a “squashing” function, except that it 

maps the set of real values from (-∞, +∞) to the range [-1, 1]. 

3.4.3 ReLU activation function 

ReLU function stands for the rectified linear unit. This is arguably the most important of the 

activation function that in recent innovations in deep learning, there would have been 

impossible without the use of ReLU activation function. The expression of the ReLU function 

is as the Eq. (3-6). 

( ) max(0, )f x x=  (3-6) 

From the equation, what the ReLU unit is doing is to clip the negative values to zero and the 

positive values being kept the same. The output characteristic of ReLU unit is shown in Figure 

3-8. 

 

Figure 3-8 Output characteristic of ReLU function. 
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Utill now, the typical three kinds of the activation functions have been introduced. The ReLU 

function can simply help with the vanishing gradient problem of the neuron. Thus, in this study, 

ReLU function is chosen as the activation function. 

3.5 Backpropagation for neural network training 

Regarding self-learning, the backpropagation algorithm is applied for the weight training and 

neuron bias update. Assuming that neuron j is a neuron in the hidden layer that connected to the 

output neuron k, the signal flow graph of the nth iteration (i.e., nth training sample) is shown in 

Figure 3-9. 

 

Figure 3-9 Signal flow graph highlighting the details of output neuron k connected to hidden neuron j. 

 

From Figure 3-9, neuron j is fed by a set of function signals produced by a layer of neurons 

to its left. Thus, the local gradient values of the neuron j and k can be obtained as Eqs. (3-7) and 

(3-8), respectively. Where m is the total number of the number of inputs (excluding the bias) 

applied to neuron j. the synaptic weight wj0(n) (corresponding to the fixed input y0 = +1) equals 

the bias θj applied to neuron j. 

( ) ( ) ( )
1

0

Lm

j ji i

i

v n w n y n
−

=

=  (3-7) 

( ) ( ) ( )
1

0

Km

k kj j

j

v n w n y n
−

=

=  (3-8) 
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The activation function will apply to the local gradient of the neurons, and then the output of 

neurons j and k can be obtained as Eqs. (3-9) and (3-10), respectively.  

( ) ( ) ( )
0

m

j ji i

i

y n f w n y n
=

 
=  

 
  (3-9) 

( ) ( ) ( )
1

m

k kj j

j

y n f w n y n
=

 
=  

 
  (3-10) 

The backpropagation begins at the output layer of the NN controller, so the signal will flow 

from neuron k to neuron j. The error signal is used as the teaching signal for the neurons, the 

error signal at nth iteration is defined as Eq. (3-11). 

( ) ( ) ( )k k ke n d n y n= −  (3-11) 

We define the instantaneous value of the error energy of the output neuron k as 21
( )

2
ke n . 

Then the entire instantaneous error energy ( )n  of the output layer at nth iteration is the sum 

of the instantaneous error energy of all neurons in the output layer, and ( )n  is used as the 

cost function of network training. The ( )n  can be obtained as Eq. (3-12). 

( ) ( )2

1

1

2

Km

k

k

n e n
=

=   (3-12) 

According to the backpropagation algorithm, the correction of the weight wkj is that in Eq. 

(3-13) and kjw  is obtained as shown in Eq. (3-14), where α is the learning gain. 

( ) ( ) ( )1kj kj kjw n w n w n+ = +  (3-13) 

( )
( )

( )kj

kj

n
w n

w n





 = −


 (3-14) 

Considering the chain rule of the differential function, the negative gradient of ( )n  to wkj(n) 

can be expressed as Eq. (3-15). 

( )

( )

( )

( )

( )

( )
( )

( )

( )
k k

k

kj k kj kj

n n v n v n
n

w n v n w n w n

 


    
− = − =      

 (3-15) 

Here we define ( )k n  as the local gradient, which is the negative gradient of cost function 
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to the local domain induced by the neuron. By the differential chain rule, the local gradient of 

neuron k can be obtained as Eq. (3-16). 

( )
( )

( )

( )

( )

( )

( )

( )

( )
( ) ( )( )'k k

k k k k

k k k k

n n e n y n
n e n v n

v n e n y n v n

 
 

   
= − = − =

   
 (3-16) 

From the equation, the local gradient of the output neuron k equals to the production of the 

error signal of neuron k and the derivative ( )( )'

k kv n  of the corresponding activation function. 

Thus, differentiate wkj(n) on both sides of the Eq. (3-8), we can get Eq. (3-17). 

( )

( )
( )k

j

kj

v n
y n

w n


=


 (3-17) 

Take Eqs. (3-16) and (3-17) into Eq. (3-14), the correction formula of the weight adjustment 

is obtained as Eq. (3-18). 

( ) ( ) ( )kj k jw n n y n =  (3-18) 

For the neuron j, the local gradient of this neuron can be obtained as Eq. (3-19), according to 

the definition of the local gradient shown in Eq. (3-16). 

( )
( )

( )

( )

( )

( )

( )

( )

( )
( )( )'j

j j j

j j j j

y nn n n
n v n

v n y n v n y n

  
 

  
= − = − = −

   
 (3-19) 

To obtain the partial derivative ( ) ( )/ jn y n  , we re-modify Eq. (3-11) as Eq. (3-20). 

( ) ( )2

1

1

2

Km

k

k

n e n
=

=   (3-20) 

Partial derivative of function signal yj(n) on both sides, Eq. (3-21) can be obtained. 

( )

( )
( )

( )

( )1

Km
k

k

kj j

n e n
e n

y n y n



=

 
=

 
  (3-21) 

Note that, due to the fully connected nature of the neural network, the hidden layer neurons 

are responsible for the errors of each neuron in the output layer, that is, the output of the hidden 

layer neurons is the hidden function of the output error, so there is a sum in Eq. (3-21). 

And then, introducing the chain rule into partial derivative ( ) ( )/k je n y n  , the Eq. (3-21) 

can be equivalently expressed as Eq. (3-22). 
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( )

( )

( )

( )

( )

( )1

Km
k k

k

kj k j

n e n v n
e n

y n v n y n



=

  
=

  
  (3-22) 

For the output neuron k, Eqs. (3-23) and (3-24) may work. Where wk0(n) is the bias of neuron 

k. 

( ) ( ) ( ) ( ) ( )( )k k k k k ke n d n y n d n v n= − = −  (3-23) 

( ) ( ) ( )
1

0

Km

k kj j

k

v n w n y n
−

=

=  (3-24) 

Partial derivative of vk(n) and yj(n) on both sides of Eqs. (3-23) and (3-24), respectively, we 

can obtain the Eqs. (3-25) and (3-26). 

( )

( )
( )( )'k

k k

k

e n
v n

v n



= −


 (3-25) 

( )

( )
( )k

kj

j

v n
w n

y n


=


 (3-26) 

Take these two equations into Eq. (3-22), we can get Eq. (3-27). 

( )

( )
( ) ( )( ) ( ) ( ) ( )'

1 0

K Km m

k k k kj k kj

k kj

n
e n v n w n n w n

y n


 

= =


 = − = − 

   (3-27) 

According to the Eq. (3-16), the relationship of Eq. (3-28) can be found in Eq. (3-27). 

( ) ( ) ( )( )'

k k k kn e n v n =  (3-28) 

Finally, take Eq. (3-27) into Eq. (3-19), the local gradient of the hidden neuron j can be 

obtained as Eq. (3-29). 

( ) ( )( ) ( ) ( )'

1

Km

j j j k kj

k

n v n n w n  
=

=   (3-29) 

Thus, the weight correction of neuron j is obtained as shown in Eq. (3-30), and ( )kjw n  is 

expressed as is shown in Eq. (3-31). 

( ) ( ) ( )1ji ji jiw n w n w n+ = +  (3-30) 

( )
( )

( )
( ) ( )ji j j

kj

n
w n n y n

w n


 


 = −− =


 (3-31) 

Also, the neuron bias needs to be adjusted. The correction is also determined by the local 
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gradient ( )j n . The bias correction of neuron j at nth iteration is expressed as Eq. (3-32), where 

β is the bias training gain. 

( ) ( ) ( )1j j jn n n  + = −  (3-32) 

To improve the self-learning ability of the NN controller, here we choose ReLU activation 

function as the activation function. The function can be expresses as Eq. (3-33) and its 

derivative is shown in Eq. (3-34). 

( )
, 0

0, 0

x x
f x

x


= 


 (3-33) 

( )'
1, 0

0, 0

x
f x

x


= 


 (3-34) 

3.6 Reference-model-based artificial NN control method for 

temperature control system 

After the theoretical introduction of the artificial neural network, we proposed a reference-

model-based artificial neural network control method for the temperature control system. The 

configuration of the proposed system is shown in Figure 3-10. 

 

Figure 3-10 Block diagram of reference-model-based neural network control system. 

 

For simplicity, the controlled object is expressed as a first order plus time delay (FOPTD) 
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model. In Figure 3-10, yref is the set reference value for the system, ey is the teaching signal for 

the NN controller, which is calculated as the error between the output yr of reference model Rm 

and the output temperature y, C is a conventional PID controller (in this paper, an I-PD 

configuration is employed), and x is the control input, which is the sum of the NN controller 

output xN and I-PD output xC. The reference model Rm is designed based on the control object, 

thus it can provide the reference output temperature with the same time delay. The explanation 

of the control system is divided into four main parts. 

3.6.1 Control object with time delay 

The controlled object is the thermal processing system, which can be represented as a FOPTD 

system. With its large delay time, the transfer function of the plant can be expressed as Eq. (3-

35), where K is the steady-state gain of the output temperature against the input signal, T is the 

time constant of the plant, and t is the delay time of the response. The step response of the plant 

is shown in Figure 3-11. Since this model is only suitable for the autotuning method of the I-

PD controller, it is not required to design the NN controller itself. 

( )
1

sK
P s e

Ts

−=
+

 (3-35) 

 

Figure 3-11 Step response of FOPTD plant. 

3.6.2 Conventional I-PD control 

Considering that the NN controller needs time to learn and train its parameters, and will 

mainly act after finishing training, a conventional I-PD controller is designed for the control of 
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the initial state. The block diagram of I-PD controller is shown in Figure 3-12, where kf is the 

feed-forward gain used to decide the system response speed (0: slow; 0.5: middle; 1: fast), Ti is 

the integral time constant, Td is the differential time constant, η is the gain of the low-pass filter 

(LPF) which is necessary for the feasibility of the derivative action. This part is the derivative 

part of the controller and can introduce an effective early correction signal in the system before 

the deviation signal changes too much hence making it possible in speeding up the system’s 

action speed. Kp is the proportional gain of the controller. Compared to the conventional PID 

control structure, the I-PD control structure can prevent sharp rising of the control input which 

means that if there is a sudden change in the error signal, the mutation will not happen in the 

output of the I-PD controller. The control input will be smoothly adjusted instead of a step 

change. 

 

Figure 3-12 Structure of conventional I-PD control. 

 

Stability is one of the most important factors of a controller. Several methods have been 

proposed for controller stability analysis. Because the parameters of the I-PD controller are 

designed based on the Ziegler-Nichols rule (step response method), stability is ensured. These 

values are determined by τ, K and T in Eq. (3-35). The I-PD parameters Kp, Ti and Td can be 

calculated as Eqs. (3-36). (3-37) and (3-38), respectively. 

1.2p

T
K


=  (3-36) 

0.5iT T=  (3-37) 

0.5dT =  (3-38) 
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3.6.3 Artificial NN controller 

In order to realize model-free control and auto-learning for reference model output tracking, 

a multi-layer NN controller is introduced into the I-PD control system. In the proposed system, 

the NN controller has one input layer, two hidden layers, and one output layer. The two hidden 

layers have 10 neurons, and thus the structure of the NN controller is 2-10-10-1 as is shown in 

Figure 3-13. 

 

Figure 3-13 Structure of multi-layer neural network controller. 

 

In this system, the reference value of the system yref and the output temperature y are set as 

the input signal of the neural networks. xN is the output value of the neural networks. The 

calculation process from the input Nin to the output Nout can be shown in Figure 3-14. Where 

the W is the weight of neurons, θ is the offset value of every neuron, f(·) is the neuron activation 

function.  

 

Figure 3-14 Calculation process of neural network controller. 

From the calculation process the output of the neural networks can be derived as Eq. (3-39). 

3 2 1 1 2* ( * ( * ) )out inNN W f W f W NN  = + +  (3-39) 

Regarding the self-learning, the backpropagation has been introduced as Section 3.5, and 

also the ReLU function is applied as the activation function. 



 

67 

 

3.6.4 Reference-model-based NN control system 

The reference model, which is based on the plant transfer, has been applied to provide the 

training signal of the NN controller and also help to prevent the over learning of the NN 

controller. Reducing the memory required to store the output can make the controller realization 

easy, thus the approximation of the dead time needs to be introduced. There are several 

approximation methods, such as graphical approximation and Pade approximation. Here, the 

Pade approximation method is applied, the basic rule of the Pade approximation method is 

shown in Eq. (3-40). 
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In some cases, a very crude approximation given by a first-order lag is also acceptable, in 

this study our approximation is shown as Eq. (3-41). 
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Thus, the reference model setting is based on the approximated plant model, which is to 

improve the transient response speed by adding a gain R to the plant time constant, the 

approximated model is shown as Eq. (3-42). Approximation of dead time to 2nd order transfer 

function makes the controller realization much easier, i.e. the memory to store the output can 

be saved. 
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(3-42) 

The step response and open-loop bode diagram of the original FOPTD plant and the 

approximated plant are shown in Figures 3-15 and 3-16, respectively. 

In this proposal, the reference model is proposed to provide the teaching signals for the NN 

controller, to provide efficient teaching signal, the reference model should include exactly the 

same dead time of the controlled plant as well as the real plant model. 
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Figure 3-15 Step response of the original model and approximated model. 

 

Figure 3-16 Bode diagram of the original and approximated model. 

 

From the step response figure, we can see that the approximate plant is similar to the original 

plant model both in the transient response and steady-state characteristics. And for the FOPTD 

plant model, the bode diagram can only show the plant without delay time part, but after 

approximated, the whole characteristic can be shown. 



 

69 

 

3.7 Simulation comparison to conventional error feedback NN 

control method 

To verify the effectiveness of the proposed control method, the comparison with conventional 

error feedback NN control method needs to be carried out. The structure of the conventional 

error feedback NN control method is shown in Figure 4, where the output of the IPD controller 

is used as the learning signal of the NN controller. In this comparison simulation, the control 

object is freely chosen as Eq. (3-43), which only has 1s delay time, and the reference model is 

designed as introduced above shown as Eq. (3-44). Both the conventional error feedback NN 

control method and the proposed reference-model-based NN control method has been applied 

to this control object, a step reference from 100 to 105 is applied as the reference value which 

will be repeated several times, and have both first step response and the last step response 

compared. 

 

Figure 3-17 Structure of conventional error feedback NN control system. 
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In the conventional error feedback NN control system, since the output of the conventional 

PID controller is used as the teaching signal of the NN controller, considering that the controlled 

object has a big time lag, the output of the conventional feedback controller reaches the 

saturation at the beginning and the NN controller starts training at the same time even when the 
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plant has no output, which easily causes the overlearning of the NN controller. In the proposed 

reference-model-based NN control system, the training signal is provided by the error between 

the reference mode output and the real plant output. Due to the reference mode having the same 

dead time as the plant, the training signal before the plant has output signal is set as zero, thus, 

the NN controller starts training after the plant has output. As a result, the teaching signal is 

much smoother with no sudden change, which can help prevent the over training of the NN 

controller. This difference mainly affects the learning efficiency of the NN controller. 

Figure 3-18 (a) and 3-18 (b) respectively show the time response of the conventional error 

feedback NN control system and the proposed reference-model-based NN control system. From 

the simulation results, the first step response and the last step response of the conventional error 

feedback NN control are almost the same, which means that after repeating several times the 

conventional feedback NN control method can’t improve the system response. However, by 

introducing the proposed reference-model-based NN method, compared with the first step 

response the last step response has been improved by the overshoot and transient response. 

Thus, we state that our proposed reference-model-based NN control method is better than the 

conventional error feedback NN method. 

 

Figure 3-18 Comparison simulation results. (a) Time response of the conventional error feedback NN 

control system and (b) Time response of the proposed reference-model-based NN control system. 

 

For detailed showing, the repeated response of the reference-model based NN control result 

is shown in Figure 3-19 with the FBA and NN output. 
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Figure 3-19 Repeated output and control output of FBA controller and NN controller. 

 

Also, the reference model output and error between the reference model output and real plant 

output is shown in Figure 3-20. 

 

Figure 3-20 Reference model output and error signal. 

 

Next, the training comparison between the conventional feedback NN control system and 

reference-model-based NN control is focused on both positive direction and negative direction. 
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The training results of these two control systems are shown in Figures 3-21 and 3-22, 

respectively. 

 

Figure 3-21 Training result of conventional error feedback NN control system. 

 

Figure 3-22 Training results of reference-model-based NN control system. 

 

From the results of both positive direction control and negative direction control, it can be 

concluded that, for the conventional error feedback NN control system, there is no obvious 
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improvement after several repetitions, while for the reference-model-based NN control system, 

after repeating several times, the response has been improved in both positive direction and 

negative direction control. 

3.8 System identification 

To make the system worse and hard to be controlled, both the time constant and delay time 

of the system need to be larger. Thus, as is shown in Figure 3-23, Ch1 is chosen as the heater, 

and Ch4 is chosen as the temperature output. The step response identification result can be 

expressed as Eq. (3-45), and the reference model can be designed as Eq. (3-46). According to 

the approximation method, the reference model can be approximated as Eq. (3-47). 

 

Figure 3-23 Experimental setup. 
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3.9 Simulation results 

The simulation was carried out in the MATLAB/SIMULINK environment. The simulation 
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can be divided into three phases. Phase 1: Basic feedforward NN (FNN) simulation. Phase 2: 

Robustness of the Reference-model-based NN control system. Phase 3: Recurrent type NN 

control system simulation. 

3.9.1 Basic feedforward NN simulation results 

For the conventional feedforward NN controller, the multi-layer network structure and its 

calculation relationship are shown in Figure 3-24. In this type of NN controller, the algorithm 

has already been introduced before as a typical NN network controller. 

 

Figure 3-24 Basic feedforward type NN controller. 

 

In the simulation, the control object transfer is expressed as a FOPTD system as Eq. (3-45). 

Hence the reference model can be represented as Eq. (3-46), wherever R is set as 0.01. 

The I-PD parameter was decided by the plant parameter as described before. The parameters 

were Kp = 10.3, Ti = 838, Td = 209. Moreover, the hyperparameters of the neural network are 

decided as α = 1×10-9, β = 2×10-5, these two parameters are designed by try and error method. 

The initial value of the weight was set to a random value between -1 and 1. 

The simulation has been carried out with the following condition: the control performance 

was evaluated both in a positive direction and a negative direction. The reference value of the 

temperature was set as a repetitive step signal with an amplitude of 5 degree Celsius, the offset 

of the reference is 100 degree Celsius. The time response is shown in Figure 3-25.  
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Figure 3-25 Time response of the controlled system. 

 

Changes from 100 degree Celsius to 105 degree Celsius are defined as the positive direction 

control, while 105 degree Celsius to 100 degree Celsius are defined as the negative direction 

control. These two direction controls will be repeated several times to compare the first step 

and last step response as is shown in Figure 3-26.  

 

Figure 3-26 Repeated time response between 100 degree Celsius and 105 degree Celsius. 

 

The output of the NN and I-PD controllers are shown in Figure 3-27, while the control input 

with the summation of the neural network output and the I-PD output is shown in Figure 3-28. 
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Figure 3-27 NN and I-PD output. Figure 3-28 Control input. 

 

As shown above, the output of the I-PD controller is initially positive, about 140%, and that 

of the NN controller is initially negative, about -40%. In this condition, the I-PD controller 

plays a dominant role. As the system approaches the setpoint, the output of the I-PD controller 

becomes negative, about -180%, and that of the NN controller becomes positive, about 225%. 

The control efficiency switches from the I-PD controller to the NN controller. The control input 

respects the sum of the I-PD and NN output; the steady-state value is about 45%. 

Focusing on the reference from 100 degree Celsius to 105 degree Celsius as the positive 

direction and 105degree Celsius to 100degree Celsius as the negative direction, each step 

response is plotted on the same figure as in Figures 3-29 and 3-30, respectively. 

  

Figure 3-29 Positive direction control result. Figure 3-30 Negative direction control result. 

 

From the simulation results, regardless of the positive direction control or the negative 

direction control, the system response with the neural network control in regards to rising time 

and settling time is improved from the conventional I-PD control. Moreover, since the first step 
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response is almost the same as the last step response, the learning process has been done at the 

beginning of the first step. The system response follows the reference model, although there is 

a little deviation. As a result, the control efficiency has been improved by comparing to the 

conventional I-PD control. 

3.9.2 Robustness of artificial NN control system 

For the temperature control system, when the control object is defined as a FOPTD system, 

there always remains plant perturbation. Here, assuming that L is the delay time of the system 

and T is the time constant of the control object, the ratio L/T is defined as the plant perturbation. 

When the value of L/T is small, it is easy to control the system, while it is hard to control the 

system when L/T is big. According to the identified plant model shown as Eq. (3-45), we will 

divide the control object into 4 classifications, shown as Table 3-1. 

Table 3-1 4 kinds of model parameters 

① K=2.36 T=2626 L=524 LT ratio 1:5 

② K=2.36 T=262.6 L=52.4 LT ratio 1:5 (T and L are both smaller as 1/10) 

③ K=2.36 T=2626 L=52.4 LT ratio 1:50 

④ K=2.36 T=2626 L=524 LT ratio 1:1.6 

The possibility of the NN control range of these 4 kinds models is shown in Figure 3-32. 

 

Figure 3-32 The plant perturbation of NN control system. 

 

From the diagram, the plant ④ has the biggest L/T ratio, that makes this kind of plant most 

difficult to control, and plant ③ has the smallest L/T ratio, this kind of plant is the easiest to 

be controlled. Based on these plant parameters, the parameters of the conventional I-PD 

controllers can be obtained as shown in Table 3-2. 
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Table 3-2 I-PD Parameters of each control object 

Control object ① ② ③ ④ 

Kp 5.1546 1.754 16.1 0.1754 

Ti 921.8 74.7 125.4 961.8 

Td 209 186.8 31.4 240.45 

The simulation has been carried out in MATLAB/SIMULINK environment, and the 

simulation condition is same as before in Section 3.9.1, only the parameters of the I-PD 

controllers are based on Table 3-2, the simulation results of these four kinds of plants are shown 

in Figures 3-33, 3-34, 3-35 and 3-36, respectively. Only positive control will be analyzed. 

 

Figure 3-33 Simulation result of NN control for plant ①. 

 

Figure 3-34 Simulation result of NN control for plant ②. 
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Figure 3-35 Simulation result of NN control for plant ③. 

 

Figure 3-36 Simulation result of NN control for plant ④. 

 

From the tracking results, although the response of plant ② to ④ has a little overshoot, 

the response of the NN control system can still track the reference model, and can control the 

system to the steady-state stable state. Thus, we can state that the reference-model-based NN 

control system has somehow the robustness of the plant perturbation. 

Besides the plant perturbation, the disturbance is also one of the most effective influences of 

the temperature system and it has a direct impact on the output temperature. Thus, the control 

system needs to have the robustness of the system disturbance, and the simulation has been 
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carried out to test the robustness of the reference-model—based NN control system to 

disturbance. In the simulation, a 2degree Celsius disturbance has been added to the controlled 

stable system at time 32500s, all the four kinds of the control objects have been simulated, the 

simulation tracking results are shown in Figures 3-37, 3-38, 3-39 and 3-40, respectively. Same 

as the plant perturbation robustness simulation, only the positive direction control responses are 

shown. 

 

Figure 3-37 Simulation result of NN control for plant ① with disturbance. 

 

Figure 3-38 Simulation result of NN control for plant ② with disturbance. 
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Figure 3-39 Simulation result of NN control for plant ③ with disturbance. 

 

Figure 3-40 Simulation result of NN control for plant ④ with disturbance. 

 

From the results, for all the kinds of the plants, after the disturbance has been introduced, the 

controlled system can return back to the steady-state after a few seconds. Here we can conclude 

that the control method for all the kinds of the plants has the robustness of the disturbance. 

3.9.3 Recurrent NN control system 

In this section, we try to change the conventional feedforward NN structure to the recurrent 
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NN (RNN) structure. The diagram of the RNN is shown in Figure 3-41. 

 

Figure 3-41 Recurrent NN controller structure. 

 

Unlike the feedforward neural networks, RNN can use their internal state (memory) to 

process sequences of inputs. This makes them applicable to tasks such as unsegmented, 

connected handwriting recognition or speech recognition. The weight or gradient error update 

of the RNN is related to the number of state retention τ, the weight and bias updating can be 

changed into Eqs. (3-48), (3-49) and (3-50), respectively. 
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The simulation has been carried out to evaluate the control efficiency of the RNN control 

method and comparing it to the basic FNN control method, the simulation condition is the same 

as before, and the plant model is same as the identified model shown in Eq. (3-45). The 

simulation result is compared to that of conventional FNN control system under the same 

condition, the result of FNN is shown in Figure 3-42. To evaluate the improvement of the RNN 

control method, the response lag behind the reference model J is used as the judgment. 
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Figure 3-42 Positive and negative control result of FNN controller. 

 

From the response results of the FNN control system, the overshoot of the positive direction 

control is about 0.9 degree Celsius and the response lag behind the reference model J = 4291, 

which means 4291 simulation steps behind the reference model. 

The step response of the RNN control system can be divided into three kinds which are 

determined by the number of state retention τ, the simulation result of τ = 2 (2 steps state 

retention) is shown in Figure 3-43. From the result, it can be easily seen that the overshoot and 

transient response speed have been improved, and J = 3115 smaller than the FNN control 

system. 

 

Figure 3-43 Positive and negative control result of RNN controller (τ = 2). 
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The tracking result of τ = 5 (5 steps state retention) is shown in Figure 3-44, although the 

overshoot is smaller than the FNN control system, still remains, and the judgment J = 1517 

almost half that value of RNN (τ = 2). 

 
Figure 3-44 Positive and negative control result of RNN controller (τ = 5). 

 

Keeping on enlarging the τ = 10 (10 steps state retention), the tracking result is shown in 

Figure 3-45, the judgment value J = 1516, only 1 step improved compared to RNN (τ = 5) 

system. 

 

Figure 3-45 Positive and negative control result of RNN controller (τ = 10). 

 

The simulation result of RNN (τ = 20) is shown in Figure 3-46, both positive and negative 

transient response including overshoot and response time are improved. However, the judgment 
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value J = 2057 is bigger than RNN (τ = 5 and τ = 10), the system response is a little slower than 

before. 

 

Figure 3-46 Positive and negative control result of RNN controller (τ = 20). 

 

And the RNN τ = 50 simulation result is shown in Figure 3-47, the judgment value J = 3536, 

the system response is slower than RNN with a smaller τ system. 

 
Figure 3-47 Positive and negative control result of RNN controller (τ = 50). 

 

From these results, we can conclude that the transient response and overshoot can be 

improved by RNN control method, and the value of τ has a significant impact on the output of 

the controlled system, but the system works under the best state is with τ = 10. 

Take the RNN (τ = 10) as the best simulation system, the test of n control cycle 1 NN 
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calculation has been carried out. The sampling time of the simulation is set as 0.5, so τ = 10 

means 5s state retention, thus one control cycle may have 5s state retention. The numbers of 

control cycle will choose as 10, 20, 50 and 100, still, J will be the judgment. 

The result of n = 10 simulation is shown in Figure 3-48, where the overshoot is a little big 

and J = 1626 the response is a little slower. 

 

Figure 3-48 Positive and negative control result of RNN controller (τ = 2, n = 10). 

The result of n = 20 simulation is shown in Figure 3-49, the judgment value J = 1960, bigger 

than n = 10, the system response with a slight overshoot and down shoot. 

 

Figure 3-49 Positive and negative control result of RNN controller (τ = 2, n = 20). 

 

The simulation results of n = 50 and 100 are shown in Figures 3-50 and 3-51, respectively. 
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With the larger n, the J also becomes larger, that is the system response becomes slower. The 

judgment value J of these two systems are 2079 and 2965, respectively. 

 
Figure 3-50 Positive and negative control result of RNN controller (τ = 2, n = 50). 

 

Figure 3-51 Positive and negative control result of RNN controller (τ = 2, n = 100). 

 

As a result, the best system response can be obtained through the NN controller calculates in 

every control cycle. 

3.10 Experimental results 

Experiments with the proposed reference-model-based NN control method were carried out 

using parameter values identical to those used in the simulation. The experimental setup was 
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the same as that shown in Figure 3-23. The condition of experiments is as the following: 

sampling period is 0.1s, controller sampling bit is 12bits, sensor resolution is 0.1degree Celsius 

and the air conditioner is set as 25degree Celsius. In the experiments, as in the simulation, to 

verify the control efficiency of the proposed method, the results were compared with those for 

a conventional I-PD control system with feed-forward gain kf = 0 (slow) and kf = 1 (fast). The 

experiments were carried out by controlling the temperature of Ch1 from 100degree Celsius to 

105degree Celsius. The results for the output temperature are shown in Figure 3-52. The 

temperature change from room temperature to 100degree Celsius is defined as the learning 

period of the NN controller, and the temperature change from 100degree Celsius to 105degree 

Celsius is the control result for the controlled system as is shown in Figure 3-53. 

 

Figure 3-52 Experiment results of time response for the controlled system. 
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Figure 3-53 Experimental results of positive direction control for proposed control system. 

 

The response time of the controlled system is about 2300s and about 1900s for the 

conventional I-PD system with kf = 0 and kf = 1, respectively, and about 2000s for the proposed 

NN control system. Although the response time for the proposed system is 5% slower than that 

for the I-PD (kf =1) system, it is 15% faster than that for the I-PD (kf = 0) system. Although the 

I-PD (kf =1) system has the fastest response, it exhibits an overshoot of 1.5degree Celsius, which 

is about 30% of the reference value. The proposed NN control system and the I-PD (kf = 0) 

system do not exhibit overshoot. Thus, control effectiveness is improved by the proposed 

method.  

Figures 3-54 and 3-55 respectively show the output of the NN and I-PD controllers and the 

control input, which is expressed as the sum of the NN and I-PD output. As shown, the output 

of the I-PD controller is initially positive, about 140%, and that of the NN controller is initially 

negative, about -120%. Under this condition, the I-PD controller plays a dominant role. As the 

system approaches the setpoint, the output of the I-PD controller becomes negative, about -25%, 

and that of 152% the NN controller becomes positive, about 63%. The control efficiency 

switches from the I-PD controller to the NN controller. And the control input respects the sum 

of the I-PD output and NN output; the steady-state value is about 38%. 
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Figure 3-54 Outputs of NN controller and I-PD controller. 

 

Figure 3-55 control input obtained from experiments. 

 

From the experimental results compared with the simulation results shown above, the system 

improvement has been verified, thus we can conclude that, by introducing the reference-model-

based NN control method, the transient response of the temperature control system can be 

improved as well as the overshoot compared to the conventional I-PD control system. Also, 

from the simulations results, it can be easily concluded that the NN control method is a model-

free method what has the robustness of the plant perturbation and disturbance. 
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3.11 Conclusion 

In this chapter, a reference-model-based NN control method for the temperature control 

system has been proposed. First, a brief introduction of artificial neural network and its 

advantages have been performed. Second, the forward algorithm of three kinds of neural 

structure has been introduced as well as the introduction of three kinds of most used neuron 

activation functions. Third, the backpropagation which is used to train the weight of every 

neuron has been presented in detail. Finally, the reference-model-based method has been 

introduced, the step by step design of the method was performed, and the advantage of the 

proposed method compared to the conventional error feedback NN method has been 

successfully evaluated through simulations. The simulation of the reference-model-based 

method has been carried out based on the identified control object, and the robustness of the 

proposed NN control method has been verified. Also, changing the NN type into recurrent NN 

yielded a better simulation result of the transient response. The experiments of the reference-

model-based NN control method have been carried out, the results were compared to those of 

convention I-PD control system (both fast and slow control system). The effectiveness of the 

reference-model-based NN control method has been successfully evaluated through simulations 

and experiments. 

Reference 

[1] Suda, N. PID Control, Asakura Publishing: Tokyo, Japan, 1992. 

[2] Oshima, M. Process Control Systems, Corona Publishing: New York, NY, USA, 2003. 

[3] Goodwin, G.C, Fraebe, S.F, Salgado, M.E, Control System Design; Prentice Hall: Upper Saddle River, 

NJ, USA, 2001. 

[4] Morari, M, Zafiriou, E. Robust Process Control, Prentice Hall: Upper Saddle River, NJ, USA, 1992. 

[5] Maciejowski, J.M. Multivariable Feedback Design, Addison Wesley: Boston, MA, USA, 1989. 

[6] Ko, J.S, Huh, J.H, Kim, J.C, Improvement of Temperature Control Performance of 

ThermoelectricDehumidifier Used Industry 4.0 by the SF-PI Controller, Processes 2019, 7, 98. 

[7] Song, B.Q, Mills, J.K, Liu, Y.H, Fan, C. Z, Nonlinear Dynamic Modeling and Control of a Small-Scale 



 

92 

 

Helicopter, Int. J. Control Automat. Syst. 2010, 8, 534–543. 

[8] Fujimori, A, Ohara, S, Order Reduction of Plant and Controller in Closed Loop Identification based on 

Joint Input-Output Approach, Int. J. Control Automat. Syst. 2017, 15, 1217–1226. 

[9] Yao, Y, Yang, K, Huang, M, Wang, L, A state-space model for dynamic response of indoor air 

temperature and humidity, Build. Environ. 2013, 64, 26–37. 

[10] Yao, Y, Yang, K, Huang, M, Wang, L, A technique for identification of linear systems, IEEE transactions 

on Automatic Control. 1965, AC-10, 461–464. 

[11] Fliess. M, Marquez. R, Mounier. H, An extension of predictive control, PID regulators and Smith 

predictors to some linear delay systems. Int. J. Control. 2002, 75, 728–743. 

[12] Bai. J, Wang. S, Zhang. X, Development of an adaptive Smith predictor-based self-tuning PI controller 

for an HVAC system in an experiment room, Energy Build. 2008, 40, 2244–2252. 

[13] Xu. M, Li. S, Practical generalized predictive control with decentralized identification approach to 

HVAC systems. Energy Convers, Manage. 2007, 48, 292–299. 

[14] Zhang. J, Experimental study on a novel fuzzy control method for static pressure reset based on the 

maximum damper position feedback, Energy Build. 2015, 108, 215–222. 

[15] Afram. A, Janabi-Sharifi, Theory and applications of HVAC control systems - Areview of model 

predictive control (MPC). Build, Environ. 2014, 72, 343–355. 

[16] Gao, Z, Nguang, S.K, Kong, D.X. Data-driven approaches for complex industrial systems, IEEE Trans. 

Ind. Inform. 2013, 9, 2210–2212. 

[17] Gao, Z, Nguang, S.K, Kong, D.X, Advances in Modelling, Monitoring, and Control for Complex 

Industrial Systems, Complexity 2019, doi:10.1155/2019/2975083. 

[18] Ryu. S. H, Moon. H. J, Development of an occupancy prediction model using indoor environmental 

data based on machine learning techniques, Build. Environ. 2016, 107, 1–9. 

[19] Megri. A.C, Naqa. I. EI, Prediction of the thermal comfort indices using improved support vector 

machine classifiers and nonlinear kernel functions, Indoor Built Environ. 2016, 25, 6–16. 

[20] Badia. M, McCarthy. R, Data estimation methods for predicting temperatures of fruit in refrigerated 

containers, Biosystems Engineering. 2016, 151, 251–272. 

[21] Mercier. S, Marcos. B, Identification of the best temperature measurement position inside a food pallet 

for the prediction of its temperature distribution, International Journal of Refrigeration. 2017, 76, 147–



 

93 

 

159. 

[22] Badia. M, Qian. J. P, Fan. B. L, Artificial neural networks and thermal image for temperature prediction 

in apples, Food and Bioprocess Technology. 2012, 9, 1089–1099. 

[23] Nunes. M. C. N, Nicometo. M, Emond. J. P, Badia-Melis. R, Uysal. Improvement in fresh fruit and 

vegetable logistics quality, Berry logistics field studies. Philosophical Transactions of the Royal Society 

A: Mathematical, Physical and Engineering Sciences. 2014, 372, 20130307. 

[24] Raab. V, Petersen. B, Kreyenschmidt. J, Temperature monitoring in meat supply chains, British Food 

Journal. 2011, 113, 1267–1289. 

[25] Katic. K, Li. R. L, Verharrt. J, Zeiler. W, Neural network based predictive control of personalized heating 

systems, Energy Build. 2018, 174, 199–213. 

[26] Li. X. M, Zhao. T. Y, Zhang. J. L, Chen. T. T, Predication control for indoor temperature time-delay 

using Elman neural network in variable air volume system, Energy Build. 2017, 154, 545–552. 

[27] Mercier. S, Uysal. I, Neural network models for predicting perishable food temperatures along the 

supply chain, Biosystems Engineering 2018, 171, 91–100. 

[28] Thenozhi. S, Yu. W, Stability analysis of active vibration control of building structures using PD/PID 

control, Engineering Structures 2014, 81, 208–218. 

[29] Guerrero. J, Torres. J, Creuze. V, Chemori. A, Campos. E, Saturation based nonlinear PID control for 

underwater vehicles: Design, stability analysis and experiments. Mechatronics 2019, 61, 96–105. 

[30] Ziegler, J.G, Nichols, N.B, Optimum settings for automatic controllers, Trans. ASME 1942, 64, 759–

768. 

 

 

 

 

 

 

 



 

94 

 

Chapter 4 

Summary and Future Work 

4.1 Summary 

This thesis is focused on the advanced control strategies and its application in the industrial 

processes. Two advanced control methods for the temperature control systems have been 

proposed. 

1. Model-based advanced control 

In this method, the pole-zero cancellation method for the multi-point temperature control 

system has been introduced. In order to realize the model-based advanced control, the system 

identification method was performed to obtain the plant model of the control object, the detailed 

introduction of the system identification method for first order plus time delay (FOPTD) system 

has been presented. Based on the identified plant model, the PI controllers with normal 

bandwidth and 10 times bandwidth for each channel were designed, and then the SISO 

experiments of the PI control system have been carried out. Comparing it to the simulation 

results, PI control performance has been verified. After this evaluation, the MIMO PI control 

system has been designed. Due to strong coupling effect of the controlled object, the decoupling 

compensation has been added into the MIMO PI control system. In the same way as the SISO 

experiments, both MIMO PI control system with and without decoupling compensation have 

been investigated. Upon these foundations, the pole-zero cancellation method has been 

proposed for the MIMO temperature control system to ensure proper transient response and to 

provide more closely controlled temperatures. In the proposed method, the temperature 

difference and transient response of all points can be controlled by considering the delay time 

difference and coupling term together with matrix gain compensation, and by investigating the 

pole-zero cancellation with feedforward reference model to the control loop. The simulations 

were carried out in the MATLAB/SIMULINK environment, and the experiments were 

performed based on the DSP controlled system platform. The effectiveness of the proposed 
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pole-zero cancellation method was evaluated by comparing the results to those for a well-tuned 

conventional PI control system and PI plus decoupling compensation system. 

2. Model-free intelligent control 

In this method, a reference-model-based artificial neural network (NN) control method has 

been proposed for the temperature control system. Several types of neural network structure 

and activation function are investigated, and the multi-layer NN structure is chosen with the 

ReLU function as its activation function. The control system is driven by using the error signal 

between system output and reference model output as the teaching signal of the NN controller. 

The proposed method is a reference-model-based NN system combined with I-PD control 

structure. The reference model and I-PD parameters are designed based on the FOPTD system. 

The simulation has been carried out in MATLAB/SIMULINK environment to evaluate the 

control performance of the proposed method by comparing with the conventional feedback 

error learning NN control system. The effectiveness of the proposed method has been evaluated 

by focusing on the overshoot and transient response of the controlled system. Also, the 

robustness of the proposed reference model-based NN control method for the plant perturbation 

and disturbance, has been successfully verified. In addition, the recurrent type NN structure has 

been introduced to the control system, and simulations have been carried out to compare with 

the feedforward type NN control system. Finally, the experiments of the proposed control 

method have been carried out on a DSP-based temperature system platform. The results are 

quantitively evaluated by taking the transient response into account. 

4.2 Future works 

Although the proposed methods have successfully improved the control performance, there 

still remain some shortcomings that need to be improved. Followings will be the future works. 

1). Plant model: In this thesis, the plant model of the temperature control system is expressed 

as a first-order plus time delay (FOPTD) system. However, the thermal process is a very 

complex process, only by using the FOPTD model it may not indicate all the characteristics of 

the plant. Thus, in further research, the higher-order model is expected to be applied to the 

control system. 
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2). The proposed pole-zero cancellation method currently is just applied to a simplified two-

inputs two-outputs temperature control system, further research is needed to extend the control 

points of the system. 

3). The proposed reference-model-based NN control method is applied to a SISO plant, for 

further research this method is expected to be applied to the multi-point temperature control 

system. Also, the reference model we designed is just a model based on the control plant and 

there is no control loop in the reference model. Thus, future research needs to improve the 

reference model by adding closed-loop control. 
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